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Protein-Surface Interactions in the Presence of Polyethylene Oxide
I. Simplified Theory
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The protein resistance character of polyethylene oxide ( PEO) chains terminally attached to a hydro-
phobic solid substrate is theoretically studied. Steric repulsion, van der Waals attraction, and hydrophohic
interaction free energies are considered. The results are dependent on the chain length and surface density
of PEO. The protein approaches the PEQ surface by diffusion and is affected by the van der Waals
attraction between the PEO surface and protein through water, Further approach of the protein initiates
the compression of PEQ chains. which induces a steric repulsion effect; an additional van der Waals
attraction becomes important between the substrate and protein through the water solvated PEQ layer.
The van der Waals component with the substrate decreases with increasing surface density and chain
length of terminally attached PEO chains. Other synthetic polymers were also studied, indicating that
the protein resistance character is related to the refractive index, with PEO having the lowest refractive
index of the common water-soluble synthetic polymers. The osmotic and elastic constants of steric
repulsion for terminally attached PEQ were estimated as ~0.007 and 0.02, respectively, from literature
data for PEO adsorbed to mica. The steric repulsion free energy and the combined steric repulsion and
hydrophobic interaction frec energies were calculated as a function of surface density and chain length
of PEO. The free energy calculations as a function of surface density and chain length of PEO reveal
that a high surface density and long chain length of terminall y attached PEO should exhibit optimal
protein resistance, with the attainment of high surface density of PEQ being more important than long
chain length. These theoretical results should be helpful in the design and development of materials

resistant to protein adsorption. @ 1991 Academic Press, Inc.

INTRODUCTION

Protein adsorption generally occurs when
artificial surfaces are exposed to blood or to
other protein-containing solutions (1). There
has been much effort in minimizing protein
adsorption, which is important in areas of
blood-contacting devices, chromatographic
supports, contact lenses, immunoassays, etc.
The most effective polymer for protein-resis-
tant surfaces appears to be PEO, probably be-
cause of its unique solution properties and its

' On leave from the Department of Chemistry, Kan-
greung National University, Kangreung, Kangwondo 210-
702, Korea.
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molecular conformation in aqueous solution
(2-7). Direct force measurements (8-10) be-
tween two adsorbed PEO surfaces in a good
aqueous solvent show that the repulsion forces
develop at certain separation distances due to
a steric repulsion phenomenon. The prolein-
resistant character of PEQ is probably caused
by a steric stabilization effect.

Recently, terminally attached polymer sur-
faces were prepared by using diblock and tri-
block copolymers. Such surfaces exhibit re-
pulsion forces at longer separation distances
than for adsorbed homopolymers, because of
the longer chain lengths (11-13). PEO-con-
taining block copolymers were synthesized and
adsorbed to hydrophobic polyethylene (PE)
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substrates. The PEO surfaces which resulted
(14-16) were used for protein adsorption ex-
periments and showed that protein adsorption
1s decreased on PEO-treated surfaces.

The physics of terminally attached polymer
surfaces has been studied theoretically by de
Gennes (17-20), who explained that the re-
pulsion forces between surfaces can be attrib-
uted to osmotic pressure and elastic restoring
forces. Van der Waals attraction must also be
considered in the case of relatively short PEQ
chains attached to a LDPE hydrophobic sub-
strate. The steric repulsion effect competes
with the van der Waals attraction term. Qur
aim is to study the interaction between a
model PEO surface on a hydrophobic sub-
strate with a hypothetical “protein” of infinite
size (the more realistic case of a protein of
finite size is given in the following paper) (42).
Little protein adsorption is observed when the
degree of polymerization of PEO approaches
about 100 (1). The protein-resistant effect is
expected to depend on PEO chain length and
surface density, both of which affect the at-
tached layer thickness, a hypothesis supported
by various block copolymer measurements
(14, 15).

We assume the “protein” has a hydrophobic
patch which can be oriented toward the hy-
drophobic substrate, resulting in an attractive
hydrophobic interaction (3). We have as-
sumed that the hydrophobic “patch” is a hy-
drophobic surface on the protein and is facing
the hydrophobic substrate. The hydrophobic
interaction is added to the effect of steric re-
pulsion and van der Waals attraction and
considered as a function of surface density and
chain length of PEO. We do not consider here
the possibility of a hydrophobic interaction
between the “protein” and the PEQ layer; that
is considered in the following paper (42).

MODELING

PEO is assumed to be a neutral homopol-
ymer with linear and flexible chains terminally
attached to a PE hydrophobic substrate in wa-
ter, a good solvent. “Proteins” are treated as
Journal of Colloid and Interfuce Science, Vol 142, No. |, March 1, 1091
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homogeneous, infinite particles, and are thus
considered as a plate (40-A width) in water.
The more realistic treatment utilizing relevant
dimensions and shapes is treated in the next
paper (42). The crucial parameters are the
distance D between the terminally attached
PEO chains, a measure of the surface density;
and the degree of polymerization, N, a mea-
sure of the chain length. Our modeling picture
is shown in Fig. 1. Only the “brush” case is
considered (20), meaning that the distance D
between the terminally attached PEO chains
is less than the Flory radius, Ry, ie, a < D
< Rg (here, @ 1s monomer size).

METHOD

By X-ray and infrared analysis (21-23)
crystalline PEQ has a helical conformation
which contains two turns in a seven-segment
unit. The crystallographic unit cell contains
four molecular chains and is monoclinic with
a=805A,b=1304A, c=19.48 A and
= 125.4°. From these data, the monomer size
of PEQ, a, is determined as 2.78 A and the
surface density of crystalline PEQO, ¢ = a2/
D?, 15 0.36; the average distance between ter-
minally attached PEO chains, D, is 4.63 A,

- water
@
doh i ~= protsin
kel I P!
P
A3} ——— watsr
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layer -+ attached
thicknass FED chains

&\
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FIG. 1. Our model picture for terminally attached PEQ
chains to a solid substrate with a protein of infinite size
and 40-A width in water solvent. I, 2, 3, 4. and 5 are the
water, protein, water, terminally attached PEO chains in
water, and solid substratc, respectively. d, r, and ' are the
distance between PEO surface and protein, the width of
the protein, and the layer thickness of terminally attached
PEO chains. D is the distance between the terminally at-
tached chains.

=



PROTEIN-SURFACE INTERACTIONS, I

To calculate the steric repulsion free energy
per unit surface area, we used the method of
Patel et al. (24), which is based on the treat-
ment by de Gennes (17-20). Two effects, os-
motic and elastic, are considered and the con-
tribution of each effect is taken as the propor-
tionality constants k, and k;, respectively,
which are different for each polymer-solvent
system. The k; and k, values of PEO in water
are not available in the literature. We have
estimated the values by using the universal
curve-fitting method of Patel ef @l (24) and
published data (8, 9) on directly measured first
_ compression forces between PEO adsorbed on
mica surfaces in 0.1 M aqueous KNOj; solvent.
(Although there are now preliminary experi-
mental data on the forces between adsorbed
layers of PEO graft copolymers (43), the in-
formation available is not sufficient to use in
this theoretical treatment; therefore we have
assumed that the values for the adsorbed PEO
chains can also approximate the terminal at-
tachment case.) The calculated results are &,
~0.021 and k> ~ 0.23 for PEO with 1.6 X 10°
molecular mass [radius of gyration R, = 130
A (8,9)], and k; ~ 0.013 and k> ~ 0.09 for
PEO with 4.0 X 10* molecular mass (R, = 65
A (8, 9)]. The measured repulsion force ap-
peared at 3 R, distance from the PEO adsorbed
mica surface (8, 9); the surface concentration
was about 4 mg m 2, irrespective of the two
different molecular masses of PEO (8, 9).
Thus the experimentally determined equilib-
rium layer thickness, L. 1s about 390 A for
1.6 X 10° molecular mass and about 195 A
for 4.0 X 10 molecular mass. The theoretical
equilibrium layer thickness of terminally at-
tached chains in a good solvent system (24)
is Lo = (3ky/k>)'?aNc'"?. To calculate this
theoretical value, it is necessary to know o,
which can be calculated from the PEO surface
concentration. ¢ 1s 0.0011 and 0.0047 for 1.6
X 10° and 4.0 X 10* molecular masses of PEO,
respectively. The theoretically calculated L,
values using the above-obtained k; and k&, val-
ues are about 420 and 198 A, which are in
relatively good agreement with the experi-
mental results (8, 9). The k, and k- values in
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the molecular mass range of interest to us,
~5.0 X 103, is roughly estimated as k,
~ 0,007 and iz ~ 0.02. Inserting these values
of & and k,, we can calculate the steric re-
pulsion free energy per unit surface area as a
function of N and D, using the equation (24)

AF. kt 7 ks 5412 LO 5/4
EEE L ey | D N 11/6 kY —4
kT aE(S fc.) < { (L)

) v

Our modeling picture in Fig. 1 is composed
of five different phases: (1) water, (2) protein,
(3) water between PEO and protein, (4) ter-
minally attached PEO chains in water solvent,
and (5) hydrophobic solid substrate. Assuming
the same absorption frequencies in all five
media, the nonretarded van der Waals inter-
action free energy per unit surface area (A?)
between macroscopic bodies (25-29) is given
as

Af, .. 4 A(1) . A(2)
k' 12zkT| 4% C(d+1)2
A(3) A(4) [2]
(d+1t) (d+t+1)?
and
3hve (13— n3)(ni —nd)
A(l) = 3 INi/2, .2 212
82 (n3 + n3)'2(ni + n3)"
” 1
[(n3 + n3)'* + (n3 + n3)'?]
ikT(éz —e)(es — €3)

4 (e&+ a)latea)

g __ o S
A(Z}z% (n3 — n3)(ny — n3)

812 (ni + n})'2(nt + n3)'?
1

[(ni + n3)'2 + (n] + n3)'?]

3 (64_63)(51 =67)
- kT
4 (et e3)(es T &)

X
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_3hve (3= nd)(nk—nd)

A(3) =
YA C R BT R
° 1
[(n3 + n3)'% + (n3 + nd)'"]
3, o= a)es—a)
4 i (2 + &)(es + &)
e (ni — n3)(n3 — ni)

8V2 (ni+ n3)'2(nk + n3)'/?

|
X = -
[(n} + n3)'2 + (3 + n3) '

Ek?"(q —e3) (65— €4)

+4 (e + e)(es + e)

(3]

where k is the Boltzmann constant; /1 is
Planck’s constant; v, is the main electronic ab-
sorption frequency (3 X 10'° sec™'): A(1).
A(2), A(3), and 4(4) are the nonretarded
Hamaker constants for the interaction be-
tween bodies 2 and 4 across a medium 3, bod-
1es | and 4 across media 2 and 3, bodies 2 and
5 across media 3 and 4, and bodies 1 and 5
across media 2 and 4, respectively: d, 7, and
{" are the distance between PEO surface and
protein, the width of protein (40 A), and the
layer thickness of terminally attached PEO
chains, respectively; n;, 1y, ns, 24, and n; are
the refractive indices of phase 1 [n; = 1.333
(30)]. phase 2 [n, = 1.539 (31)]. phase 3 (14
= 1.333), phase 4 [ns = ¢peo(#rE0 — MHa0)
+ n,0 (32), where ¢peo 1S the dimensionless
PEO volume fraction, #pgo 15 the refractive
index of PEO, 1.456, and nyy,0 is the refractive
index of water. 1.333]. and phase 3 [#s
= 1.510 (31)]. respectively; €, €. €3, &, and
es are the static dielectric constants of phase |
[e; = 79.69 (30)], phase 2 [e; = 2.64 (31);
the inner part of the dry protein is primarily
nonpolar and the static dielectric constant is
assumed to be equal to the square of refractive
index],’ phase 3 (&3 = 79.69), phase 4 [, is
determined by the same method of refractive

*The case of hydrated protein is discussed later
(Fig. 4d).
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index, i.¢., & = ¢peolépro — @n0) + €0,
where epgo is the dielectric constant of PEO,
3.50 (33, 34), and e,0 is the dielectric con-
stant of H,O. 79.69], and phase 5 [es = 2.25
(31)]. respectively,

The existence of hydrophobic attractive
forces between uncharged hydrophobic sur-
faces is generally recognized (35-40) and such
forces are 10 to 100 times stronger than the
van der Waals forces at separation distances
between hydrophobic surfaces below 200 A
(39). This concept can be applied to our sys-
tem, which can have a hydrophobic interac-
tion between the hydrophobic solid substrate
and an assumed hydrophobic surface on the
protein. We used the hydrophobic interaction
free energy function determined experimen-
tally by Pashley et al. (36) for the dihexade-
cyldimethylammonium acetate monolayer:

i —0.1359¢ */*(A?)

kT [4]

where s is the distance (A) between the hy-
drophobic surfaces.

The individual and combined free energy
calculations were performed using N values
from 80 to 120 and D values from 5 to 9 A
(higher than the crystalline PEQO value of 4.63)
for the variation of distances between solid
substrate and protein, and PEO surface and
protein.

The protein is also considered to be influ-
enced by water. We assume a certain average
water content for the protein, which we call
the “diluted™ protein. The diluted protein is
assumed to be an infinite plate. In this case,
the refractive index and dielectric constant of
diluted protein are different from those of the
bulk protein. Only one diluted value, half vol-
ume fraction, is used for comparison.

RESULTS AND DISCUSSION

If one examines polystyrene (PS) adsorbed
on mica in toluene, a different force diagram
and adsorbed layer thickness are obtained than
in the case of PEO (12, 13, 41), clearly dem-
onstrating the different k, and k» values for




PROTEIN-SURFACE INTERACTIONS, 1

each system. The correct values of k, and k>
for each different copolymer system and co-
polymer composition in solvent must be ob-
tained from experimental force data. Our es-
timated &k, and k-, values are based on the ad-
sorbed PEO homopolymer data because other
appropriate data are not yet available. Ter-
minally attached polymer surfaces generally
have longer chain lengths than adsorbed ho-
mopolymer (11-13), so there is the possibility
of a larger equilibrium layer thickness for ter-
minally attached PEO. This possibility 1s ne-
glected in our paper because of the difficulty
of direct comparison. When force data for ter-
minally attached PEO chains in water become
available, different k, and &, values will be used
to refine the calculations.

As the distance between terminally attached
chains decreases, meaning the space between
chains is more limited, then the equilibrium
layer thickness, Ly, increases, Ly can be com-
pared with the fully extended layer thickness
(contour length)., L. = aN, Ly/L. = 0.43 1o
0.29 for D = 5 to 9 A. Thus the chains are
stretched to about 29 to 43% of their fully ex-
tended length. From the experimentally de-
termined L, values, the ratio of layer thick-
nesses are as follows: Ly/ L. ~ 0.04, 0.05, and
0.12 for molecular masses of 3.1 X 107, 1.6
X 10°, and 4.0 X 10* of adsorbed PEO ho-
mopolymer in toluene, respectively (10); Ly/
L, ~ 0.03, 004, and 0.08 for molecular
masses of 3.1 X 10°, 1.6 X 10°, and 4.0 X 10*
of adsorbed PEO homopolymer in 0.1 M
KNOj; aqueous solvent, respectively (8); Ly/
L. ~ 0.20 and 0.23 for the molecular mass
of 1.31 X 107 of terminally attached PS via
the PEO block and zwitterionic group in tol-
uene, respectively (12, 13); Lo/ L, ~ 0.15 and
0.23 for molecular masses of 1.5 X 10° and
6.0 X 10* of terminally attached PS via the
poly(vinyl-2-pyridine) block in toluene, re-
spectively (39). PEQ is more extended in tol-
uene than in aqueous electrolyte solvent and
the ratio of layer thickness is increased with
the decrease of molecular mass of polymer.
However, the comparison of the same poly-
mer—solvent system in the adsorbed or ter-
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minally attached cases is not possible because
of the absence of experimental data.

In the following discussion of the figures,
note the magnitude of the forces (the vertical
axis) and the sign of the forces ( positive is re-
pulsive, negative is attractive). Figures 2 and
3 represent the steric exclusion forces (strongly
repulsive ), Figs. 4 and 5 represent the van der
Waals interaction between the protein and the
PEO layer (weakly attractive), Fig, 6 is the
very weak attractive interaction between the
protein and the underlying hydrophobic sub-
strate, and Fig. 7 represents the steric plus at-
tractive hydrophobic forces.

The steric free energies per unit surface area
were calculated as a function of PEO layer
thickness (Figs. 2 and 3). Figures 2a and b
show the effect of the elastic and osmotic con-
tributions of PEO to the steric free energy at
constant surface density and chain length. If
the osmotic and elastic contributions are dou-
bled, the equilibrium layer thickness changes
by factors of 1.26 and 1/1.26, respectively.
Thus precise values of k; and & are not critical

—
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FiG. 2. (a) Steric repulsion free energy per unit surface
area (A?) (divided by k7T )—-terminally attached PEO layer
thickness profiles for two different clastic coeflicients at N
=120 and P = 5 A. (b) Steric repulsion free energy per
unit surface area (A?) (divided by AT )~terminally attached
PEO layer thickness profiles for two different osmotic coef-
ficients at N = 120 and D = 5 A,
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FIG. 3. (a) Steric repulsion free energy per unit surface
area (A?) (divided by kT")—terminally attached PEO layer
thickness profiles for three different D values at N = 120
(ky = 0.007 and k> = 0.02). (b) Steric repulsion free energy
per unit surface area (A?) (divided by k7')—terminally
attached PEQ layer thickness profiles for three different N
values at D = 5 A (k; = 0.007 and k, = 0.02).

for these approximate calculations. The
crowding of polymer chains in any fixed space
results in an osmotic pressure. If the polymer
has a higher osmotic contribution, it extends
easily into the solvent space and has a longer
equilibrium layer thickness. Polymers with
higher elastic contributions can shrink to a
small space, and have a shorter equilibrium
layer thickness. To obtain terminally attached
polymer chains with longer equilibrium layer
thicknesses, which exhibit repulsion at longer
separation distances, it is necessary to increase
the osmotic contribution and to decrease the
clastic contribution. The extent of osmotic and
elastic contribution depends on the combi-
nation of polymer and solvent, and decreases
with the molecular mass of polymer. The steric
repulsion free energy develops as the chain is
compressed and the tendency increases as the
osmotic and elastic contributions increase
(Fig. 2). The steric free energy dependence on
the surface density and chain length is shown

Journal of Colloid and tnterface Science, Vol. 142, No. 1, March 1, 1991
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in Fig. 3 for &; = 0.007 and k> = 0.02. As the
surface density of PEO increases, the repulsion
starts at longer layer thickness and the curve
steepens, a more desirable condition to resist
the approaching protein.

Assuming the protein is floating over the
PEO surface as shown in Fig. 1, it first ap-
proaches the PEO surface by diffusion. Further
approach results in compression of the PEO
coil. The interaction between the PEO surface
and protein is considered; a possible interac-
tion between them across water is van der
Waals interaction. The van der Waals free

\ AU ' )
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. eparalion,

b ' Estance -+
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=
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T
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FIG. 4. (a) Model picture showing five different phases.
Ly is the equilibrium layer thickness of terminally attached
PEO chains and is invariable at fixed N and D values.
Separation distance is the distance between PEO surface
and protein and is variable, ( Protein is assumed to be in-
finite size.) (b) Van der Waals free energy per unit surface
area (A?) (divided by kT )-separation distance profiles
for three different D values at N = 120. (¢) Van der Waals
free encrgy per unit surface area (A?) (divided by kT)-
separation distance profiles for two different N values at
D =35 A.(d) Van der Waals free energy per unit surface
area (A?) (divided by k7T )-separation distance profiles
for two different D values at half volume fraction of protein
and N = 120.
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FiG. 3. (a) Model picture showing five different phases.
Separation distances are selected as 20 and 50 A. (Protein
is assumned to be infinite size.) (b) Van der Waals free
energy between protein and polymer chains per unit sur-
face arca (A?) (divided by k7")—refractive indices of poly-
mer profiles for two different D values at each separation
distance and N = 120. (c¢) Van der Waals free encrgy per
unit surface area (A?) (divided by kT )—refractive indices
of polymer profiles for two different N values at each sep-
aration distance and D = 5 A.

energies between a PEQ surface and protein
in water are calculated as a function of the
distance between them (Fig. 4). Our modeling
picture is given in Fig. 4a. As the surface den-

sity increases, the PEQ volume fraction of

phase 4 of Fig. 1 increases, the refractive index
increases, and the static dielectric constant de-
creases, resulting in an increase in van der
Waals free energy (Fig. 4b). On the other
hand, variation of degree of polymerization at
constant surface density has no effect on the
van der Waals free energy (Fig, 4¢). Note that
the magnitude of the attractive van der Waals
force is small in comparison to the repulsive
steric interactions (Figs. 2 and 3). The effect
of dilution of protein (the volume fraction of
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protein is 0.5) is also observed; it results in a
decrcase in refractive index and a large in-
crease in the static dielectric constant of the
protein, and represents a pronounced decrease
in van der Waals attraction between the PEO
surface and diluted protein (Fig, 4d). This also
demonstrates that the exact value of the static
dielectric constant used for the protein in Eq.
[3] is not critical.

It is valuable to consider other terminally
attached polymer systems in water and to
compare them with PEO. The nature of poly-
mer is considered at two separation distances
(20 and 50 A) (Fig. 5a). The composition of
the terminally attached polymer chain affects
the refractive index and static dielectric con-
stant of the polymer layer. The dependence of
van der Waals free energies on the refractive
indices is calculated and shown in Figs. 5b and
c. The refractive index of the relatively low
molecular weight PEO which we are consid-
ering is 1.456 (31), which is the lowest of any
common water-soluble synthetic polymer
(31). Polymers with a refractive index below
1.456 are fluoropolymers. Although they
would have a lower van der Waals free energy
than PEQ, they are not water soluble and thus
are not considered here. Therefore PEQ ex-
hibits the weakest van der Waals attraction to
protein among the common water-soluble
synthetic polymers. We think that the protein
resistance property of PEO is due in part to
this fact. The protein resistance properties of
PEO improve as the surface density of PEO
chains increases.

We assume that the protein can approach
the PEO surface by diffusion because of the
lack of long-range repulsion forces. It is as-
sumed that the protein is nonadsorptive to
PEO and that the distance between the protein
and the PEO surface is 3 A, which is slightly
longer than the monomer size of PEO, 2.78
A. The continuous approach of the protein to
the PEO surface, while maintaining this dis-
tance (3 A), induces a continuous contraction
of terminally attached PEO chains.

The van der Waals interaction between the
underlying solid substrate and protein across

Journal of Colloid and Interfuce Science, Vol. 142, No_ 1, March 1, 1991
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the contracted PEO layer must be considered,
(Fig. 6a). The dependence of van der Waals
attraction on surface density at constant chain
length is shown in Figs. 6b and c, and can be
compared with the van der Waals attraction
in water in the absence of the PEO phase. The
refractive index of the PEO—water region in-
creases with increasing PEO content, and the
static dielectric constant therefore decreases.
This tendency is more pronounced as the PEO
chain becomes compressed or as more chains
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FiG. 6. (a) Model picture showing three different phases.
Separation distance is the layer thickness of terminally
attached PEQO chains due to compression. ( Protein is as-
sumed to be infinite size.) (b) Van der Waals free energy
between protein and HDPE substrate per unit surface area
{A?) (divided by kT')-separation distance profiles for three
different D values and only water instead of PEO at N
= 120. (¢) Van der Waals free energy per unit surface area
{A?) (divided by kT )-separation distance profiles for three
different D values and only water instead of PEO at N
= 80. (d) Van der Waals free energy per unil surface area
(A?) (divided by kT )-separation distance profiles for bulk
and half volume fraction of protein at ¥ = 120 and D
=9 A,
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are attached to substrate, and the van der
Waals attraction between substrate and pro-
tein is thus diminished, which is another com-
ponent to the protein resistance. The effect of
surface density on van der Waals attraction is
pronounced at lower chain length and lower
surface density. So longer chain lengths and
higher surface densities are desirable for pro-
tein resistance from the point of view of pro-
tein interaction with the PE substrate, which
is opposite to the results for the resistance of
protein to the PEO surface (Fig. 4b). The effect
of dilution of protein is also shown in Fig. 6d.
As the protein is diluted, the van der Waals
attraction is decreased and the change to van
der Waals repulsion occurs at shorter separa-
tion distances, because of the higher dielectric
constant of the protein region than of the ter-
minally attached PEO region. The magnitude
of the van der Waals attraction between sub-
strate and protein across PEO is negligible
compared to the steric repulsion which is de-
veloped as the PEQ chain is compressed.
However, the hydrophobic attraction between
protein and underlving PE substrate is not
negligible (not shown).

Ignoring the weak van der Waals interac-
tions, the combined free energies of steric re-
pulsion (Eq. [1]) and hydrophobic attraction
(Eq. [4]) as a function of separation distances
between substrate and protein, at constant
PEO chain length, are shown in Figs. 7a, b,
and ¢. PEQ with the higher surface density
exhibits the strongest repulsion due to the
compression of PEO chains. As the chain
length increases, then PEO surfaces with lower
surface density begin to exhibit repulsion. The
hydrophobic attraction between the substrate
and protein is exaggerated, as the assumed hy-
drophobic surface on the protein in reality
would not necessarily be directed toward the
hydrophobic substrate and would not be in-
finite in extent. Hydrophobic areas or patches
on globular proteins are generally small and
limited in area. Also the hydrophobic inter-
action between substrate and protein across
water may be decreased by the gradual re-
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FiG. 7. (a) Combined steric repulsion and hydrophobic
attraction free energy per unit surface area (A?) (divided
by kT )—separation distance profiles for three different D
values at N = 120. (b) Combined steric repulsion and
hydrophobic attraction free energy per unit surface area
(A?) (divided by kT )-separation distance profiles for three
different D values at N = 100. (¢) Combined steric re-
pulsion and hydrophobic attraction free energy per unit
surface area (A?) (divided by kT )-separation distance
profiles for three different D values at N = 80.

placement of the water with the terminally at-
tached PEO chains, and this decrease may be
more pronounced as the surface density and
chain length increase. The van der Waals and
hydrophobic interactions exhibit strong at-
traction below about 100 A (21, 26, 29). The
choice of a slightly higher equilibrium layer
thickness than 100 A is sufficient and the vari-
ation of surface density and chain length must
be considered under this condition. The vari-
ation of surface density rather than that of
chain length has a great effect on the steric
repulsion.

In this paper, we treated the “protein” as
an infinite plate. Proteins of finite size are
considered in the next paper (42).
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CONCLUSION

This study is based on the assumption of
PEO chains terminally attached to a hydro-
phobic substrate in water, interacting with a
“protein” of infinite size. Steric repulsion, van
der Waals attraction, and hydrophobic attrac-
tion are calculated as a function of surface
density and chain length of PEO. The osmotic
and elastic contributions of steric repulsion for
our PEO system are roughly estimated using
k; ~ 0.007 and k; ~ 0.02, deduced from ex-
perimental force data of PEO adsorbed to mica
in water. The approach of protein to a PEO
surface is considered. The good protein resis-
tance properties of PEO are related to the fact
that its refractive index is the lowest among
the water-soluble synthetic polymers, resulting
in a low van der Waals interaction with the
protein. If the protein collides with the PEO
surface, the terminally attached PEO chains
are compressed and steric repulsion and van
der Waals attraction between the solid sub-
strate and protein across PEO must be con-
sidered. The van der Waals attraction is small
in comparison with the steric repulsion. The
hydrophobic interaction between the protein
and the hydrophobic substrate is considered
and competes with the steric repulsion.

High surface density and long chain length
of PEQ are desirable for protein resistance. The
surface density has a greater effect than chain
length on the steric repulsion.

Although a number of assumptions and es-
timations have had to be made to permit the
calculations reported, the qualitative trends
and conclusions should remain valid.
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Polyethylene oxide (PEQ) surfaces exhibit low protein adsorption. PEO surface-protein interactions
are examined theoretically as a function of surface density and chain length of PEO and variation in the
size of the protein (assumed to be a sphere). Recent studies suggest that the PEO surface may have a
small hydrophobic character. We study the effect of surface density of PEO and proiein size and deduce
the PEO surface density conditions for optimal protein resistance. For small proteins (R ~ 20 A).D
should be small ( ~10 &), while for large proteins (R ~ 60-80 A). D should be larger (~15 A), where
R is the protein radius and D is the average distance between end-attached PEO chains. These results
evolve from the trade-offs between steric repulsion and the assumed weak hydrophobic interaction between
the PEO layer and the protein. The longest chain length of PEO at optimum surface density appears
best for protein resistance. As a number of assumptions and estimates are involved in the model, the
results can be taken only as qualitative trends at this time. The trends should be helpful in the design

and evaluation of surfaces resistant to protein adsorption.

INTRODUCTION

Polyethylene oxide (PEQ) surfaces are
becoming recognized as exhibiting strongly
reduced protein adsorption (1-5). The pro-
tein-resistant character of PEO is generally
recognized as a steric stabilization effect (6-
9). Besides this steric exclusion character, we
must consider the van der Waals attraction
between PEO and protein, although the van
der Waals attraction force 1s generally much
smaller than the steric repulsion force (9).
Recent studies ( 10-13) suggest that PEO sur-
faces have a hydrophobic character (11),
which may induce a weak hydrophobic inter-
action between PEO and protein when an as-
sumed hydrophobic patch on the protein is
oriented to PEO. Here we assume a hydro-

! On leave from the Department of Chemistry, Kan-
greung National University, Kangreung, Kangwondo 210-
702, Korea.

© 99| Academic Press, Inc.

phobic character to PEO and include this as-
sumed hydrophobic interaction in the analysis.

All of the forces (steric, van der Waals, and
hydrophobic) are considered as functions of
the size of the protein (protein is assumed to
be a sphere) and surface density and chain
length of PEO.

MODELING

We use a model similar to that in our pre-
vious paper (9) except that the protein has a
finite spherical shape. Our modeling picture
is shown in Fig. 1. We assume that the PEO
surface can be represented as a flat plate for
simplicity, even when the spherical protein
approaches and affects the PEO surface. The
variables are protein size (radius of spherical
protein, R) and the surface density and chain
length of PEQ. the distance D between the ter-
minally attached PEO chains, and the degree
of polymerization, N, respectively. Only the
“brush” case is considered (6), meaning that
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Fi1G. 1. Our model picture for terminally attached PEQ
chains to a solid substrate with a finite size of spherical
protein n water solvent. R, ¢, and D are the radius of
spherical protein, the distance between the flat PEO surface
and a protein, and the distance between the terminally
attached PEO chains, respectively.

the distance D is less than the Flory radius, Ry
= a3,

METHOD

The nonretarded van der Waals interaction
free energies (divided by kT") between the flat
PEO surface and spherical protein across water
media, and between the solid substrate and
spherical protein across the terminally at-
tached PEO media, are given as (14)

e A
kT 6kT\d  d+2R
d
+In— 1
lnd+2_R) [1]
_ 3. (ni=nd)(n3—nd)

8V2 (n? + n3)2(n3 + n3)'?
o 1
[(n} + 13" + (0} + n3)'7?]

3“_(61 —E)(e — &)
4 (atea)ote)

[2]

where 4 is the Hamaker constant between
bodies 1 and 2 across a medium 3 (water or
PEO in water); R is the radius of spherical
protein; 4 is the distance between the flat PEO
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surface and spherical protein; /4 is Planck’s
constant; v, is the main electronic absorption
frequency (3 X 10 sec™!); 1y, 72, and 5 are
the refractive indices (15, 16) of phases 1, 2,
and 3, respectively, which are determined by
the same method as in our previous paper (9);
and e, e, and ¢; are the static dielectric con-
stants (15, 16) of phases |, 2, and 3, respec-
tively, which are also determined by the same
method as in our previous paper (9).

The steric repulsion free energy of termi-
nally attached PEO chains under the effect of
spherical protein is calculated as the steric re-
pulsion free energy per unit surface area, which
is treated as in our previous paper (9), mul-
tiplied by «R? for simplicity, where R is the
radius of the spherical protein. The k; and k>
values used for PEQ are 0.007 and 0.02, re-
spectively, which were developed in our pre-
vious paper (9).

The existence of hydrophobic attractive
forces are generally recognized, and such forces
may be 10 to 100 times stronger than the van
der Waals forces (17-21). The hydrophobic
character of PEO in water has been discussed
(10-13); the nearly linear increases in protein
adsorption on PEO surfaces with temperature
have been discussed in terms of the increasing
hydrophobic interaction between PEQ and
protein (13), perhaps due to an increasing hy-
drophobicity of PEO with temperature, i.e., H
oC t/tg, where H 1s the relative hydrophobicity
of PEQ, 1 is the system temperature, and 7, is
the reference temperature (°C). The thickness
of adsorbed PEO appears to increase linearly
with temperature (11), L/Ly oc t/ty, where
L 1s the thickness of PEO and L, is the thick-
ness at the reference temperature. We estimate
a relationship between hydrophobicity and
thickness of PEO from the lincar relationship
between the experimental data and tempera-
ture (11, 13),1i.e., H ~ 1.98 L/ Lg. The scaling
theory relation between D and L for a brush
model is L oc D2/3. A decrease in D induces
an increase in volume fraction of PEO (6),
dpro oc D3 where ¢pro is the volume frac-
tion of PEQ. Thus we can relate an increase
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in volume fraction of PEO to the increased
hydrophobicity of PEO from the above con-
cepts; H ~ 1.98[¢peo/(dpeo)o]'/?, where
(¢pro)o 18 the reference volume fraction of
PEO (“reference” will be defined in the next
section). As the hydrophobicity of PEO is in-
creased, the hydrophobic interaction between
the PEO surface and protein is also increased.
The hydrophobic interaction free energy (Ey)
(divided by kT') was determined by Pashley
et al. (18) for the case of dihexadecyldimeth-
ylammonium acetate (DHDAA ) monolayers.
For the case of a sphere of radius R near a flat
surface (17),

En

L o —d/14
T 1.903Re

[31
where d is the distance between a sphere and
flat surface. The hydrophobic interaction be-
tween the PEO surface and an assumed uni-
form hydrophobic surface on the protein is
treated as 1, 2%, etc., of the hydrophobic in-
teraction (given by Eq. [3]) between DHDAA
monolayer surfaces. In this manner we can
very roughly incorporate the effect of possible
hydrophobic interactions between PEO and
protein in the overall analysis.

The D value derived from an adsorption
experiment (11) (for PEO with molecular
mass 1900) is 17 A, which we choose as the
experimental value. Each different degree of
hydrophobic interaction between the PEO
surface and hydrophaobic patch on the protein
is combined with the steric repulsion at various
layer thicknesses of PEO for different D and
N wvalues. These calculations were also per-
tormed as a function of protein size. “Opti-
mum’ D and N values for each different pro-
tein size were thus obtained.

RESULTS AND DISCUSSION

The van der Waals attraction free energy
(divided by kT') between the flat PEQ surface
and a spherical protein is obtained as a func-
tion of the radius (R) of protein (Fig. 2). Fig-
ure 2a shows the effect of distance () between
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F1G. 2, (a) Van der Waals attraction free energy (divided
by &T")-radius of spherical protein profiles for four different
d values at constant surface density (D = 17 A). (b) Van
der Waals atltraction free energy (divided by kT )-radius
of spherical protein profiles for four different surface den-
sity values at constant distance between the PEQ surface
and a protein (d = 20 A). (¢) Van der Waals attraction
free energy (divided by &T)-radius of spherical protein
profiles for four different surface density values at constant
d=3A.

the PEO surface and protein at constant ex-
perimentally obtainable surface density (D
= 17 A). As the spherical protein approaches
the PEO surface, the effect of the size of the
protein becomes greater. Similar behavior re-
sults at constant distance, d, with the variation
of surface density (Figs. 2b and ¢). As the sur-
face density increases, the effect of protein size
increases and the tendency is greater at smaller
d values. We choose d = 3 A as the least dis-
tance between the PEO surface and a protein
under the condition of no adsorption between
them [d = 3 A is almost same as the PEO
monomer size (2.78 A)]. If the attraction is
greater than the repulsion at this distance, at-
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traction is assumed, and the reverse situation
1s assumed for the reverse case (repulsion).

To examine the effect of van der Waals at-
traction toward steric repulsion, these two free
energies are combined as a function of PEO
layer thickness at d = 3 A and shown in Fig.
3at N=120and D = 17 A for R = 20 and
40 A, respectively. In this figure, the van der
Waals atiraction between the solid substrate
and a protein across the terminally attached
PEO medium is also added, but it does not
play a significant role. The addition of any
van der Waals attraction to the steric repulsion
energy changes the curve only slightly, with
no significant change in attraction or repul-
sion. Therefore, van der Waals attraction be-
tween the PEO surface and protein is neglected
in our further considerations.

As mentioned above, the hydrophobic in-
teraction between hydrophobic species is
much stronger than the van der Waals attrac-
tion. If we assume that the PEO surface and
the hydrophobic patch on the protein have the

A=20 A

steric repulsion + van der Waals attraction

steric repulsion

frea energy/kT

(&)

10 a0 an 41 50 &0 70

layer thickness of PEO (&)

R=40 A

sleric repulsian

staric repulsian +
van der Waals aitraction

free energykT

layer thickness of PEOQ (A)

FIG. 3. (a) Stenic repulsion and combined steric repul-
sion and van der Waals attraction free energies (divided
by kT)-PEO layer thickness profiles for R = 20 A at N
=120 and D = 17 A. (b) Steric repulsion and combined
steric repulsion and van der Waals attraction free energies
(divided by kT )-PEQ layer thickness profiles for R = 40
AatN=120and D= 17 A.
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same¢ hydrophobicity as DHDAA, and the
spherical protein approaches with its hydro-
phobic surface oriented toward the PEO sur-
face, the hydrophobic interaction free energy
(divided by kT) between the flat PEO surface
and spherical protein is calculated by Eq. [3].
The results are shown in Fig. 4 for four dif-
ferent ¢ values as a function of the spherical
protein size. The same trend is obtained as for
the van der Waals attraction case, and only &
= 3 A is chosen for our further consideration.

We can obtain the basic hydrophobic in-
teraction free energy (divided by k7T ) atd = 3
A for each different R value of protein. We
assume the PEO-protein interaction to be
some small percentage of the DHDAA—pro-
tein interaction and compare with the steric
repulsion free energy at different surface den-
sity and chain length as a function of PEO
layer thickness. Because the variation of sur-
face density affects the volume fraction of PEO
and thus its possible hydrophobicity, the ex-
perimentally obtainable surface density, D
= 17 A, is chosen as a reference at equilibrium
chain length [in this case, the volume fraction
of PEO at equilibrium chain length, (¢peo)o
= (.14]. If the protein continues its approach
to the PEO surface without adsorption, the
thickness of the PEQ layer decreases, the vol-
ume fraction of PEO increases, the hydropho-
bicity of PEO increases, and the hydrophobic
interaction between the flat PEO surface and
a spherical protein increases. One, two, and
three percent hydrophobicity is considered and
the hydrophobic interaction free energies are
calculated for these three assumed hydropho-
bicity values of PEO. The combined steric re-
pulsion and hydrophobic interaction free
energies (divided by kT') are given in Figs. 4b,
¢, and d for two different protein sizes, assum-
g 1, 2, and 3% hydrophobicity of DHDAA
for PEO (N = 120, D = 17 A), respectively,
as a function of the PEO layer thickness. For
comparison, the pure steric repulsion free en-
ergy (divided by k7") is given in Fig. 4a.

As the hydrophobicity of PEO increases, the
attraction increases and no overall repulsion
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occurs, regardless of the size of protein. For
larger proteins, the attraction between the PEO
surface and protein occurs predominantly in
an early stage of approach, as the hydropho-
bicity of PEO increases. The experimentally
obtainable PEO surface with D = 17 A hasa
property of protein resistance (11). We feel
that the assumption that the hydrophobicity
of PEO is 1% of that of a DHDAA monolayer
is more probable than the higher assumed by-
drophobicity figures. The 1% hydrophobicity
assumption is considered for the remainder of
the paper.

To observe the effect of surface density on
the repulsion and attraction pattern between
the PEO surface and a protein is interesting.
The variation of surface density at constant
chain length reflects the equilibrium layer
thickness of PEO and induces different values
of layer thickness of PEO as the protein ap-
proaches. The calculated free energy plots as

PEO. (¢) Combined steric repulsion and hydrophobic interaction
kT)-PEO layer thickness profiles
A under the assumption of 2% hydrophobicity of PEO. (
! —PEO layer thickness profiles for iwo different R values at N = 120
hydrophobicity of PEQ:

for two different R values at N = 120 and D = 17
d) Combined steric repulsion and hydrophobic

a function of layer thickness of PEO (not
shown here) show that the effect of surface
density is very complex. The layer thickness
of PEO is a function of volume fraction of
PEO. and the plot of free encrgy as a function
of volume fraction of PEO (instead of layer
thickness) shows the variation of surface den-
sity, which is very simple and meaningful. The
combined free energies as a function of volume
fraction of PEO at constant chain length (N
= 120) for various D values are given in Fig.
5 for R = 20, 40, 60, and 80 A, respectively.
The PEO with low surface density (high D
value) starts the curve at low volume fraction
of PEO (¢peo) and the repulsion against at-
traction increases as the chain has been com-
pressed (as the protein approaches without
adsorption). As the protein continues to ap-
proach without adsorption, the protein-resis-
tant property develops at any volume fraction
of PEO, as steric repulsion develops more rap-

Jowrnal of Colloid and Interface Spience. Yol, 142, No. |, March 1, 1991
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FiG. 5. (a) Combined steric repulsion and hydrophobic interaction free energy (divided by k7" )—volume
fraction of PEO profiles for various D values at constant radius of spherical protein (R = 20 A) and N
= 120. (b) Combined steric repulsion and hydrophobic interaction free encrgy (divided by &7 )-volume
fraction of PEO profiles for various D values at constant R = 40 A and N = 120. (¢) Combined steric
repulsion and hydrophobic interaction free energy (divided by kT )-volume fraction of PEO profiles for
various D values at constant R = 60 A and N = 120. (d) Combined steric repulsion and hydrophobic
interaction free energy (divided by k7T )—volume fraction of PEQ profiles for various D values at constant

R=80Aand N =120

idly than hyvdrophobic attraction. The pre-
dominance of repulsion over attraction at
lower volume fractions of PEQ is better for
protein resistance. The existence of repulsion
at lower volume fraction of PEQ means that
the repulsion occurs as soon as the protein ap-
proaches the PEO surface. We can obtain the
optimum surface density, which starts the re-
pulsion at lowest volume fraction of PEO, for
each different R value. But the difference be-
tween the surface densities is small. Thus the
approximate optimum surface density for dif-
ferent R values becomes D = 9-11 A for R
=20 A, 11-15 A for 40 A, and 13-17 A for
60 and 80 A (Figs. 5a, b, ¢, and d, respec-
tively ). From this result, a relatively high sur-
face density of PEO is best to resist small pro-
teins; a lower surface density of PEO is better
Jor larger ones: and the highest surface density
(for example, D = 5 or 7 A) may not be effective
Jor protein resistance.

To investigate the effect of chain length of
PEO on protein resistance, the combined free

Journal of Colloid and Interface Science; Vol 142, No. 1, March |, 1991

energies as a function of volume fraction of
PEO at constant surface density (D = 10 A)
and constant size of protein (R = 20 A) for
three different N values are calculated and
given in Fig. 6. For these three different N val-
ues, the attraction has the same magnitude
because of the same surface density. For PEO
with longer chain length, the repulsion starts

M=180
e 1% hydraphobicity /
D-10 A, R=20 A} /
120
4
. //
&= A
X
% 2 80
By / /
& —
oIS — S
0.1 oz 0.3 - oy oE 0.6 1.0
S =t
-2 volume fraction of PEQ

FiG. 6. Combined steric repulsion and hydrophobic in-
teraction free energy (divided by k7' )—volume fraction of
PEQ profiles for three different NV values at constant R
=20Aand D=10A.
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at the lower volume fraction of PEO after the
compression of PEO begins. From Fig. 6, we
know that the magnitude of repulsion is the
greatest for the longest chain length of PEO.
PEQ with the longest chain length (highest N
value), at the optimum surface density, is best
Jor protein resistance. In the attachment of
longer-chain PEO molecules to substrate, the
decrease in surface density occurs naturally
(22-24); i.e., the smaller chain length results
in higher surface density of attached PEQ, al-
though it is difficult to have a very high surface
density from the end attachment of a high-
molecular-weight PEO. The optimum condi-
tion for protein resistance is to produce PEO
surfaces with the longest chain length while
maintaining the above-mentioned D values for
each different size of protein.

CONCLUSION

This study is based on the assumption of
PEO chains, terminally attached to a sohd
substrate in water, interacting with a finite
spherical protein. Steric repulsion is compared
with van der Waals attraction, showing that
the van der Waals attraction has little effect.
We then considered hydrophobic interaction
between the flat PEO surface and spherical
protein under the assumption that PEO has a
low hydrophobicity and that the protein has
a hvdrophobic surface. The more realistic case
of a small, hydrophobic “patch” on the protein
remains to be studied.

As the PEO chains are compressed, the sur-
face density of PEQ 1s increased gradually; thus
the “hydrophobicity” of the PEQO layer in-
creases. This concept 1s applied to seek an op-
timum surface density for each different size
of protein. The study of the effect of chain
length of PEO on protein resistance suggests
that the longest chain length of PEO is best,
assuming constant surface density. The vari-
ation in chain length of PEO induces a vari-
ation in PEO surface density. So the optimum
condition of PEO for protein resistance is to
obtain the PEO surface with longer chain
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length, maintaining the “optimal” D values
for each different protein size range.

It is hoped and expected that these predic-
tions may be experimentally tested in the near
future. For the time being, those investigators
applying PEO surfaces to minimize protein
adsorption or to enhance biocompatibility
should be aware that their results may be sen-
sitive to the details of their PEO surfaces, that
is, surface density and chain length, and to the
detailed protein composition and nature of the
solution.
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Polyethylene oxide (PEO) surfaces are recognized as having an effective steric stabilization character. A theoretical
scaling analysis involves the osmotic and elastic coefficients of the polymer as a function of molecular weight, in
a good solvent. The calculated results show that PEO in water may exhibit the greatest flexibility among water
soluble polymers, probably due to its lowest elastic contribution.

Introduction

Polymers adsorbed on solid surfaces immersed in a liquid
medium are considerably protected against aggregation, a
phenomenon termed steric stabilization. There exist long-
range repulsion forces between two surfaces bearing such
adsorbed layers, and these repulsive forces overcome the
attractive van der Waals forces acting between the bare sur-
faces.

Polyethylene oxide (PEO) adsorbed surfaces are recogniz-
ed as effective in minimizing protein adsorption’ ® probably
due to a steric stabilization effect®’, Direct force measure-
ments®™1° between two adsorbed PEO surfaces onto mica
in a good aqueous 0.1 M KNO; solvent by the Israelachvili
force method™ show that the repulsion forces develop at
certain separation distances due to the steric¢ repulsion phe-
nomenon.

A scaling model of chains adsorbed onto a surface in a
good solvent was proposed by Alexander? and further ex-
tended by de Gennes®™ to give a form for the sterc repulsion
force profile. The force is analyzed in terms of a repulsive

osmotic term, which comes from the increased polymer con-
centration in the intersurface gap as the surfaces approach,
and an elastic term in which the reduction in free energy,
on compression of the over-extended chains, is taken into
account. The Alexander-de Gennes model has been develo-
ped into a theory of the forces between two such adsorbed
layers by Patel et ai'. Their result is that the force vs sepa-
ration distance between two adsorbed surfaces can be
expressed as a universal dimensionless function which con-
tains two unknown proportionality constants resulting from
the osmotic and elastic contributions.

In this paper, the more effective character of PEO for pro-
tein-resistant surfaces was studied by comparison of the os-
motic and elastic coefficients of PEO of several molecular
weights in good aqueous electrolyte and toluene solvents.
The osmotic and elastic coefficients of PEO in aqueous elec-
trolyte and toluene solvents were estimated by the universal
curve-fitting method of Patel ef al'* adsorbed on mica sur-
faces in 0.1 M aqueous KNO;**®* and toluene solvents'®®,
using a least-squares curve fitting method. The data for poly-
styrene (PS) adsorbed on mica surface in toluene™ is also



246 Bull Korean Chem. Soc; Vol. 13, No. 3, 1992

Sang Il Jeon and Joseph D. Andrade

Table 1. The Calculated Osmotic and Elastic Coefficients of PEO and PS in Aqueous 0.1 M KNO; and Toluene Solvents with

the Variation of Molecular Weight of Polymer

PEO in aq. KNO, PEO in toluene PS in toluene
M. 3.1X10° 40%10* 3.1 10° 16X 10° 40x10* | 375%x10° | 181x10° | 141x10°
[ mg-m? | 40 40 20 15 10 3.0 16 30
Lo (exp) R) | 400 225 750 550 280 1100 750 650
k 0.004 0.002 0.12 023 0.18 0.64 1144 150
k» 0.12 0.025 108 0.68 024 0.07 0.75 0.16
Lo &) 397 218 705 640 270 1170 690 616

considered for comparison.
Method

The universal dimensionless function relating the dimen-
sionless energy (¢) and dimensionless separation distance
(@) in a good solvent was obtained by Patel et al.** as follows:

e=4nk; 2 {[(x0) ¥ — 11+ (5/D[(x0)""— ()
where,

2= (7/5)ko/kr), 0=D/(2aNs'"),

and
e=(F/R)(@*/ksT)(1/Nc'"®)

In these formulas, two unknown proportionality coefficients,
ky and kj, are referred to as the osmotic and elastic contribu-
tions to the force, respectively, D is the separation distance
between the two adsorbed surfaces, a is the size of a _seg-
ment of the polymer chain (2.78 A for PEO and 222 A for
PS from crystallographic data®=*), N is the number of seg-
ments in the nonadsorbing part of the chain, kgT is the ther-
mal energy, F/R is the force between crossed cylinders ha-
ving radius R, which is 2n times the energy per umit area
of interaction between parallel plates®, and o is a dimen-
sionless surface density of chains emanating from the sur-
face, c=a%/8% where § is the average spacing between chains
on the surface.

The surface density (o) can be calculated from the data
of adsorbed amounts by assuming hexagonal packing of
spheres of polymer'®. D and F/R are given by the published
experimentally determined force »s separation distance plots,
which are reduced to the dimensionless distance (¢) and
dimensionless energy (¢) based on o. The coefficients %2, and
x are then calculated from Eq. (1) by using the least-
squares curve fitting method, giving the final 2, and k, values
for PEO and PS of several molecular weights in good
aqueous electrolyte and toluene solvents.

Force vs separation profiles” *®~1® represent the onset
of repulsions as a function of separation distance, which is
the basis of the experimentally determined effective layer
thickness of the adsorbed chains, L, (exp), as measured by
half the range for onset of repulsive interactions. The the-
oretically effective. single layer thickness of the adsorbed
chains, Ly, is given by consideration of the osmotic and elas-
tic contributions, Ly=[(5/7)(k1/k2)]"?+Nac'?,- which is also
compared with the L, (exp).

Results and Discussion

The calculated results from the published data’—1015-1 3ra
given in Table 1. To some extent, a consistency of ex-
perimental and theoretical layer thickness values of adsorbed
chains (L, (exp) and L) tells that the theory is about correct
and suitable to study the steric repulsion properties of PEQ
in water. The remaining data except L, are inconsistent and
are not easily comparable with each other, which may be
largely due to the lack of certainties of experimentally deter-
mined adsorbed amounts (the adsorbed amounts affect the
degree of osmotic and elastic contributions to the force). The
adsorbed amounts in the literature are rough values, which
is verified by the experimental fact®®'>'® that all direct force
measurements between two adsorbed polymer surfaces show
different force values, even for measurements at the same
molecular weight and solvent conditions, i.e., different mea-
surements for the same sample produce the different results
(in part due to difference in the adsorbed amounts of poly-
mer on the surface). y

The repulsive osmotic coefficient is increased due to in-
creased polymer concentration in the intersurface gap as the
surfaces approach. The osmotic effect will dominate at very
high compressions™® and is expressed in Eq. (1). If Table
1 is looked at as a rough estimate, the osmotic coefficients
(k1) are nearly similar for each different polymer-solvent sys-
tem in spite of the difference of molecular weight, which
means that the osmotic pressure is about the same for the
same polymer-solvent systems. The comparison of k; values
for each different polymer-solvent system (about>1 for PS-
toluene, 0.1-0.5 for PEO-toluene, and 0.002-0.01 for PEO-
aqueous KNO;) show that toluene is a good solvent for PS
and PEO and the aqueous 0.1 M KNQOj; solution is a solvent
(not good) for PEQ. Toluene is a better solvent for PS than
PEO, which is also supported by the experimental fact that
the PEO block is adsorbed onto the mica and PS does not,
for PS-PEG diblock copolymers in toluene. To have appro-
ximately the same value of k; for different molecular weight
PEO-water systems, it is necessary to control the adsorbed
amounts. It is also a prior condition that the adsorbed amounts
generally increase with adsorption of longer chains!’. The
same procedures are also applied for PEO-tolune and
PS-toluene systems. The results are shown in Table 2. Com-
paring the L, values, PEO is less strectched in aqueous 0.1
M KNO; solevent than in toleuene, which could be due in
part to a greater decrease in %, in aqueous solvent. The
lower value of &; of PEO in aqueous electrolyte than in orga-
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Table 2. The Revised Osmotic and Elastic Coefficients of PEQ and PS in Good Solvents with the Correction of the Adsorba-

nce
PEO in aq. KNO; PEO in toluene PS in toluene
M, 3.1X10° 4,0x10* 31X 1P 1.6 X 10° 4,0x10* 3.75X 10° 1.8 % 10° 141X 10°
' (mg:-m? 4.0 32 1.6 16 0.9 2.1 39 3.0
k 0.004 0.004 0.2 0.2 0.2 135 5k 1.5
ko 0.12 0.03 143 0.51 0.23 0.12 0.25 0.16
Lo/L. (%) 3.95 8.6 36 6.3 10.7 14.6 17.9 20.5

nic solvent is also supported by the polymer-solvent interac-
tion parameter, X (0.39 and 0.48 for PEO-toluene® and PEO-
0.1 M KNO:%, respectively). Values of % up to 0.5 are found
for systems showing complete miscibility, while for X>05
the systems are characterized by only limited miscibility,
with higher values of y corresponding to decreasing extent
of interaction of the two components®. In our previous study?®,
the osmotic contribution has the more effect on the chain
extension than the elastic contribution. The variation of the
k, value has the more effect on the change of the layer
thickness of the chain in a good solvent.

The effects of £ and k; values on the steric force are
opposite; the increase of osmotic contribution (k) gives rise
to an increase of the spacing between chains in solvent, stre-
tching them. On the other hand the elastic contribution (k;)
is a stiffness factor; its increase makes the chain more stiff
and less flexible, and harder to stretch. PEO in water has
lower k; and k, values than in other solvent systems. The
lower the k; value, the less stretch (ie., it is less effective
for steric repulsion) of the chain. On the other hand, the
lower the k. value, the more flexible the chain. The k; value
of PEO in aqueous solvent is lower than in any other investi-
gated polymer-solvent systems.

PEO is very flexible and movable. Long flexible PEO
chains on the surface have been called “molecular cilia” by
Nagaoka and coworkers®. Thus the prominent steric repul-
sion properties of PEO in water are mainly coniributed by
this flexibility, which is probably caused by the large dec-
rease in B in spite of the decrease of k:. On the other hand,
the remarkable stretching of the PS chain in toluene is main-
ly attributed to the large increase in the esmotic contribution
in spite of the increase of the elastic contribution. Table
2 shows that change of molecular weight has great influence
on the degree of the elastic contribution to the force and
also on the layer thickness (Ly) (the osmotic contribution
is assumed to be constant for the same polymer-solvent sys-
tem, even if the molecular weight of polymer is varied). Ly
can be compared with the fully extended layer thickness
(contour length)®, L.=aN. Ly/L. values are shown in last
row of Table 2. The chains are stretched to about 3 to 20%
of their fully extended length according to their molecular
weight. Considering the effect of solvent on PEQ, for a given
mass of polymer the Ly/L. values are similar for each PEO-
solvent systems in spite of the larger decrease in &, value
in aqueous electrolyte, which could be due to a decrease
in k; value and the difference in the conformation of the
PEQ in organic solvents and in water. PEO in organic sol-
vents exists as a random coil, whereas in water its conforma-
tion is helical*”®. As the molecular weight of the polymer

is decreased, the ratio, Lo/L., is increaesed, mainly due to
the larger decrease of the elastic contribution. The chain
is actually more flexible and stretched, as the chain is short-
ended. Thus the longest chain of PEO in water without any
flexibility may not be effective for steric repulsion, which
is supported experimentally® and theoretically** by some
investigators. A suitable length of PEO with higher flexibility
(higher Lqo/L. value) is appropriate for steric repulsion, ie.,
protein-resistance.

Conclusion

We examined the main factors in the prominent steric
repulsion properties of PEO adsorbed surfaces in water, con-
sidering the osmotic and elastic contributions to the steric
repulsion force. As the elastic contribution of the polymer
chain in a good solvent is lowered, the stiffness is lowered,
and the flexibility is increased. PEO in water has the highest
flexibility, probably caused by having the lowest elastic cont-
ribution. The prominent steric repulsion properties of PEO
adsorbed surfaces in water may be mainly due to the greater
contribution of an elastic factor than an osmotic one. Compar-
ing the osmotic contributions of various polymer-solvent sys-
tems, water may not be a very good solvent for PEO, and
toluene is a good solvent for both PEO and PS, but it is
a better one for PS. The layer thickness of the chains is
mainly controlled by the osmotic factor, so longer chains
are observed in PS-toluene than in any other polymer-sol-
vent system because of higher osmotic contribution to the
steric repulsion force. As the molecular weight of the poly-
mer is lowered, the chain is more stretched to its fully ex-
tended state and is more flexible. Thus a moderate length
of PEO with higher flexibility should be more suitable for
steric repulsion.
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We present a theoretical analysis for the use of long-range intermolecular steric repulsion forces for imaging by
atomic force microscope (AFM). Polyethylene oxide (PEQ) is assumed to be terminally attaching to a spherical AFM
tip in aqueous media. Only two long-range intermolecular forces (van der Waals attraction and steric repulsion) are
considered. All calculated forces are near 10~ N, which should not produce deformation of the soft protein surface.
Calculations are presented as a function of surface density and chain length of terminally attached PEO, and other
variables. Longer chain length and maximal surface density of terminally attached PEO to a smaller sized spherical
AFM tip (modified AFM system) is appropriate to obtain optimum images of proteins on the surface.

Introduction

The atomic force microscope (AFM) can be used to obtain
atomic scale images of observable surfaces' 3. The imaging
contrast originates from intermolecular forces between the
tip and the surface. The sample need not be a conductor
to be imaged. The surfaces to be imaged can also be in
an aqueous environment®*, which enables one to realistically
image biological systems and monitor biological processes
in real time. Most AFM research is performed in an air
media’**® using short-range intermolecular forces’. Long-
range intermolecular forces can reduce the risk of damage
of the soft protein surface. Long-range intermolecular forces
that have been utilized with the AFM are van der Waals
force® in air and van der Waals and electrostatic forces'
in aqueous media.

Polymers attached on solid surfaces immersed in a liquid
medium are protected against aggregation by steric stabiliza-
tion''2, There exist long-range steric repulsion forces be-
tween two surfaces bearing such adsorbed polymer layers.
These repulsive forces often exceed the long-range van der
Waals and electrostatic forces acting between the bare sur-
faces®. Polyethylene oxide (PEQ) surfaces are becoming rec-
ognized as exhibiting strongly reduced protein adsorption'*~%,
The protein-resistant character of PEO is generally recogni-
zed as a steric stabilization effect. The origin of these repul-
sive forces is attributed to two components®~%: the osmotic
and elastic components. The osmotic component arises from

the local increase in chain segment concentration upon com-
pression resulting in the development of an osmotic pres-
sure. The elastic component arises from the chain segments
that have a tendency to extend themselves upon compres-
sion.

PEO can be attached to AFM tips of different sizes. The
attached PEQ can vary in molecular weight (chain length)
and in number of chains per unit surface area (surface den-
sity), the 2 major molecular factors in steric repulsion'?, °
In this paper we present a qualitative theoretical analysis
of the steric repulsion forces of PEQ attached to a spherical
AFM tip interacting with a soft protein sample surface as
a function of the surface density and chain length of PEO
with the variation of the sizes of tip and sample surface.

Modeling

The shape of the tip is pyramidal and terminates in a
point; the apex of the pyramid is approximated as a sphere?.
PEO is assumed to be a neutral homopolymer with linear
and flexible chains terminally attached to a spherical AFM
tip (Figure 1(a)). The surface is assumed to be a hypothetical
cylindrical protein adsorbed on mica. Although there can be
various cylindrical shapes on the surface, only one unique
cylindrical surface is considered (Figures 1(a)). It has a shape
of circle from a top view. The surface is treated as one
circle because that the assumed cylindrical surface is posi-
tioned under the PEQ attached AFM tip and we consider
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Figure 1. (a) Our model geometry, consisting of a spherical
tip with terminally attached PEQO chains and sample surface of
cylindrical shapes. (b) One circular surface is moved laterally
while the modified tip is fixed (scanning). The intermolecular
forces between them are calculated as a function of the degree
of lateral displacement of the circular surface, #/24., where »
is the distance from the original circular center to the displaced
circular center and a; is the radius of sample surface of assumed
circular shape. a; and D is the radius of assumed spherical tip
and the distance between the terminally attached PEQ chains,
respectively.

only the long-range intermolecular forces between them
(Figure 1(b)). The attached PEQ chains exhibit steric repuls-
ion force upon compression'®%,

The crucial parameters are the distance D between the
terminally attached PEO chains to the AFM tip, a measure
of the surface chain density, the degree of polymerization,
N, a measure of the chain length, the radius of circular sur-
face, @z, a measure of the size of adsorbed protein on mica,
and the radius of spherical tip, @;, 2 measure of the AFM
tip size (Figure 1(b)). Only the “brush” case is considered!..

Method

Considered long-range intermolecular forces in aqueous
media for our modified AFM system are van der Waals and
steric repulsion (electrostatic forces are ignored because
of the attached neutral PEO chains®®®). The non-retarded
van der Waals force between the large spherical AFM tip
and one small circle surface across the terminally attached
PEO media is given as®:
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F(VDW)=—naj? - —2— M
where A is the Hamaker constant'®® between the AFM tip
and protein adsorbed circle surface across a medium (PEQ
in water); a; is the radius of circular protein (mas® is the
area); L is the separation distance between the spherical
AFM tip and circular protein surface. The long-range repul-
sive steric force of the PEQ-modified tip under the effect
of circular protein is calculated as the steric repulsion force
per unit surface area™ multiplied by ma,?:

F(S)=na* - k'fk (g :z)sthcws( : LD)[(\%] _( ).5.-’4:|
(2)

where % is the Boltzman constant; T is the abgolute tem-
perature; a is the monomer size of PEQ (2.78 A)®%. N is
the degree of polymerization; o is the surface density of
PEO (6=4a%D"); L, is the theoretical equilibrium layer thick-
ness of terminally attached chains in a good solvent system,
Ly=(5/7+kvEk:)YaNc"; and the k, and k, are the osmotic
and elastic contribution of PEQ chains and given as 0.004
and 0.03, respectively, which are discussed in our previous
paper”’,

We assume a minimum detectable force of 10711 N*%
thus minimizing sample damage. To obtain the AFM detect-
able real long-range force, the attractive van der Waals force
is added to the steric repulsion force. The individual and
combined force (F=F(VDW)+F(S)) calculations were per-
formed using N values from 50 to 150 and D values from
5to 11 A for the variation of separation distances between
the spherical tip and one circular protein surface,

AFM scanning involves the lateral movement of the sam-
ple with respect to the tip*>®. If the separation distance
between two centers increases, the interaction force be-
tween them is decreased (Figure 1(b)) (contant “height” meth-
od)***. The rate of the decrease of the force during a scan
can affect the cantilever deflection, and the “resolution” of
the image of one circular surface.

Results and Discussion

The larger steric repulsion forces are reduced by the at-
tractive van der Waals forces. The combined force must be
considered in the following text (the force means the com-
bined force if without any remark), The combined force is
also compared with the attractive van der Waals force (re-
sulting from our bare AFM tip without any attached polymer
chains). The increase of the forces above 10 ™ N can damage
the protein surface®**. Maintaining the forces at about 10~
N is important in AFM measurements without the damage
of sample.

Separation distances between the tip and one circular sur-
face, maintaining a force of 10" N, are calculated as a func-
tion of the circular surface area for different surface density
and chain length of terminally attached PEO (Figure 2). To
have the merit of using the steric repulsion forces of the
modified AFM system compared with the unmodified ones,
the spearation distances with maintaining the combined force
at 107" N must be longer than those with the van der Waals
force of 107" N (the tip must closely approach to the surface
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Figure 2. The separation distance, L, plotted against various
sizes of circular surfaces for 2 different D values (5 and 6 A&)
at N=50, 3 different D values (5, 7, and 9 J?l) at N=100, and
4 different D values (5, 7, 9, and 11 ﬁ} at N=150, maintaining
a constant combined force of 10 ! N. The separation distances
with maintaining a constant absolute value of van der Waals force
of 10 "' N are also inserted for comparison.

of sample to detect the van der Waals force of 107" N,
and then the tip can damage the surface®™). It can be achiev-
ed by the increase of surface density and chain length of
PEO attached to the AFM tip. The distance between the
terminally attached PEQ chains, D, above 5 A must be con-
sidered because the surface density of crystalline PEO is
0.36%20%52 The distances, D, longer than 6 A for N=50,
9 A for N=100, and 11 A for N=150 produce a combined
force lower than the absolute value of van der Waals force
in our studied range of circular surface size, meaning the
loss of steric repulsion concept under the assumption of only
two long-range forces (steric and van der Waals). The dis-
tance between the terminally attached chains must be shor-
ter (higher density) than the above critical values to have
the combined force detectable at 107'* N. The separation
distances between the modified AFM tip and the sample
surface increase with increase of observable protein surface
size and the extent is greater at longer chain length of PEO.
Maintaining forces of 107" N at longer separation distances
can be obtained by higher surface density and longer chain
length of PEO. This is desirable for AFM measurements
because operation of AFM at shorter separation distances
between the AFM tip and the circular surface can induce
abrupt attraction of the 'tip to the substrate (the tip adheres
strongly to the substrate end can be withdrawn only with
difficulty), and can deform and distort the adsorbed protein
surface®®3, The higher surface density of attached PEO
is very difficult to obtain experimentally'****. Longer chains
with experimentally obtainable higher surface density of PEO
must be attached to the AFM tip to get the larger steric
repulsion forces at longer separation distances.

As the scan is made, the larger spherical tip with PEO
is fixed and the smaller circular surface is moved laterally
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Figure 3. (a) The combined force F, and (b), its relative value,
F/F,, plotted against the lateral displacement of one circle, 7/2a,
for 3 different separation distances (L=20, 22, and 24 A) at
N=100 and D=5 &, 3 different chain lengths V=100, 120, and
140) at L=20 & and D=5 &, and 3 different surface density
(D=5,6,and 7 f\) at L=20 & and N=100 as the scan is made.
a, and a; are fixed at 100 & and 10 &, respectively. F, the force
between tip and one circular surface at any lateral movement
of the surface (during scanning) divided by, Fo, the starting force
between tip and assumed center circular surface just under the
tip (before scanning), ie, F/F; gives the relative value of the
combined force.

under it, exhibiting gradually declining long-range intermole-
cular forces between them (Figure 1(b)). The combined long-
range intermolecular forces are calculated as a function of
the lateral movement of the circular surface from the tip,
represented as 7/2a,, where 7 is the distance from the origi-
nal circular center to the displaced circular center and a;
is the radius of assumed single circular surface. First, we
examine the effect of variation of the separation distance
between the constant sizes of tip and circular surface, and
the degree of polymerization and the surface density of at-
tached PEO, to the combined intermolecular force (Figure
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Figure 4. The relative value, F/F,, plotted against r/2a, for 4
different sizes of assumed circular surface (@:=7, 8, 9, and 10
&) at ;=100 & and 4 different sizes of assumed spherical tip
(a,=100, 120, 140, and 160 .&) at a;=10 A L N and D are
fixed at 20 A, 100, and 5 &, respectively.

3(a)). The force is gradually decreased as the scan is made
for all of our examined cases. To compare the extent of
decreasing force for the lateral movement of the circular
surface, the calculated force is expressed as a relative value,
which affects the degree of cantilever deflection and gives
a rough estimate of the “resolution” of surface image (Figure
3(b)). The difference of slopes is slight. The interested one
is that the increase of chain length and surface density of
PEO induces a larger increase of the force (Figure 3(a)),
but the relative force has no profound difference (Figure
3(b)). Thus “resolution” is not affected, but the force is
easier to detect by AFM. If the un-modified AFM cannot
detect the smaller intermolecular force at some longer sep-
aration distance because of instrumental limitations, one
must increase the detectable force by decrease of separation
distance. The AFM can detect the larger force, but the closer
approach of two surfaces (tip and sample surface) can induce
attraction between them, perhaps deforming the surface®3,
All of these problems are alleviated with the modified AFM,
obtained by increasing chain length and surface density of
the attached PEO, allowing longer separation distances to
be used.

A larger circular surface decreases the intermolecular
force more steeply and can give a finer circle image (Figure
4), which may be a naturally occurring consequence. AFM
tip size has also to be decreased at a fixed chain length
and surface density of PEO to obtain a finer surface image
“.¢., the smaller the tip size, the better the “resolution” (Fig-
ure 4).

Modified AFM tips to permit detectable force at relatively
longer separation distances and with minimal sample surface
deformation require the following conditions: longer chain
length and maximal surface density of terminally attached
PEO to the smallest possible AFM tip. The surface density
is more important than chain length in maximizing the steric
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repulsion’®?,

Conclusion

This study is based on the assumption of PEO chains ter-
minally attached to a spherical AFM tip in agueous media,
interacting with one finite circular “protein” surface (i.e., mo-
dified AFM system). Only two long-range intermolecular
forces between the two surfaces are assumed: van der Waals
attraction and steric repulsion. To obtain an estimate of the
total force detected by the AFM, the two individual forces
are combined. The combined forces are calculated as a func-
tion of surface density and chain length of PEO, as well
as other variables, and compared with the absolute values
of the van der Waals force to obtain the use of long-range
steric repulsion force. To get the AFM detectable combined
force of 107 N at relatively longer separation distance, an
increase in surface density and chain length of PEO is neces-
sary. The best conditions for N=>50, N=100, and N=150
require the chains on the surface to be less than 6, 9, and
14 apart, respectively. The intermolecular forces between
the spherical AFM tip and one circular protein surface de-
crease with an increase in separation distance. The longer
separation distances, while maintaining forces of 107" N
(which minimally deform the “protein” surface and are more
desirable for AFM), can be obtained by higher surface den-
sity and longer chain length of PEO. The variation of surface
density and chain length of PEO affects the magnitude of
the steric re;iu]sion force, but does not significantly affect
the “resolution”. “Resolution” is improved by the decrease
of tip size.
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Abstract

One of the most widely used analytical techniques for sensitive detection of biologically and clinically significant analytes is
the immunoassay. In recent years direct immunoprobes allowing label-free detection of the interaction between the antibody
and the target analyte have proved their capabilities as fast, simple, and nevertheless highly sensitive methods. Cloned enzyme
donor immunoassay (CEDIA) homogeneous assay is based on the bacterial enzyme B-galactosidase, which has been genetically
engineered into two inactive fragments, enzyme donor and enzyme acceptor. Reassociation of the fragments in the assay forms
active enzyme, which acts on substrate to generate a colored product. A comprehensive kinetic model of CEDIA is developed
to aid in understanding this method and to facilitate development of a truly homogeneous version, potentially applicable to a
dipstick-type multianalyte point of care analytical device (ChemChip). Although the standard assay involves a two-step process,
we also chose to model a single-combined process, which would be simpler to apply in a ChemChip device. From the modeling
simulation, we obtain the time courses of the amounts of product and active enzyme, from which the dynamic ranges can be
obtained as 107°-1077 and 107°-10~7M analyte concentration for two-step and single-combined processes under the conditions
of the assumed parameters, respectively. A simple one-step immunoassay has the merit of reducing time and cost and has an
improved dynamic range.
© 2004 Elsevier Inc. All rights reserved.

Keywords: CEDIA immunoassay; Modeling; Analyte; Enzyme acceptor; Analyte-conjugated enzyme donor; Primary antibody; Secondary antibody;
Association and dissociation rate constant; Affinity constant; Dynamic range

Immunoassay has become one of the most widely
used analytical techniques for sensitive detection of
analytes, such as hormones, drugs, tumor markers,
specific proteins, viral antigens, etc. Point of care test-
ing applications have also been developed. Improve-
ments in both antibodies and detection systems have
resulted in increased sensitivity of immunoassays.
For many years radioactive isotopes were used as la-
bels. However, concerns with regard to safety and dis-
posal resulted in the move toward nonradioactive
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labels [1]. Fluorescent, luminescent, and enzyme labels
are now frequently used in commercially available as-
says. Of these labels the most commonly used reporter
molecule is the enzyme, because it introduces signal
amplification through turnover of an appropriate sub-
strate to detectable products [2]. In recent years direct
immunoprobes allowing label-free detection of the in-
teraction between the antibody and the target analyte
have proved their capabilities as fast, simple, and
highly sensitive methods. A major breakthrough in im-
munoassay technology was the introduction of the ho-
mogeneous immunoassay, which did not require a
physical separation of the bound and unbound frac-
tions, much simplifying the assay and allowing it to
be potentially applicable to a simple, quantitative
“dipstick” format.
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Fig. 1. Schematic representation of step 1 of CEDIA kit experiment
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Cloned enzyme donor immunoassay (CEDIA)? ho-
mogeneous assay (Figs. 1-3) allows highly sensitive
detection of low-molecular-mass analytes without sepa-
ration steps. It is based on the bacterial enzyme -galac-
tosidase, which has been genetically engineered into two
inactive fragments, enzyme donor (ED) and enzyme ac-
ceptor (EA) [3-5]. Complementation of ED and EA
forms an active enzyme. The covalent attachment of an-
alyte or ligand to ED does not affect the ability of EA
and ED to form active enzyme. Analyte present in a
sample competes for binding to the limited number of
antibody sites, making ED-ligand conjugate available
for enzyme formation. Thus, the amount of enzyme
formed is directly proportional to the analyte concentra-
tion in the sample.

We have chosen to develop a comprehensive kinetic
model of CEDIA [3,4] to aid our understanding of this
method and to facilitate development of a truly homoge-
neous version potentially applicable to a dipstick-type
multianalyte point of care analytical device (ChemChip)
[6]. This model simulates all the parameters used in the

2 Abbreviations used: A, primary antibody or antibody: Ab,
secondary antibody; CEDIA, cloned enzyme donor immunoassay; E,
active enzyme; EA, enzyme acceptor; L-E, analyte-conjugated enzyme
donor; E-L : A, binding complex between analyte-conjugated enzyme
donor and antibody; ES, enzyme-substrate complex; L, analyte,
ligand, or antigen; L : A, binding complex between one antibody and
one analyte; L : A : L, binding complex between one antibody and two
analytes; E-L : A : L, binding complex between antibody, analyte, and
analyte-conjugated enzyme donor; E-L:A :L-E, binding complex
between antibody and two analyte-conjugated enzyme donors; Bab,
binding complex between primary and secondary antibodies; P,
product; R1, reagent 1; R2, reagent 2; S, substrate; VPA, valproic
acid; ED, enzyme donor.
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Fig. 2. Schematic representation of step 2 of CEDIA kit experiment
[71.

experiment, modeling the association and dissociation
rate constants for each reaction taking place in the CE-
DIA. The model allows for optimizing conditions in the
real experiment, helping determine the detection limit of
analyte in the sample, and in estimating dynamic range
of the assay. It is understood that the commercial kit
likely includes a variety of additives and/or excipients
which are not considered in the model to follow.

Modeling

Modeling is based on the Microgenics valproic acid
(VPA) CEDIA kit experiment [7] (www.microgen-
ics.com). This commercial CEDIA kit is designed to per-
form the procedure in two steps.
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Fig. 3. Simple description of two-step CEDIA homogeneous immunoassay.

Step 1. Sample with analyte (valproic acid) is incubat-
ed with reagent 1 (Fig. 1), containing anti-analyte
(anti-VPA) mouse monoclonal antibody (mAb) and an
enzyme acceptor. L, A, and EA in Fig. 1 represent
analyte, anti-analyte antibody, and enzyme acceptor,
respectively.

Step 2. After incubation of sample with reagent 1 in
step 1, reagent 2 (upper part of Fig. 2) is added. Reagent
2 is a liquid mixture containing VPA-conjugated enzyme
donor, secondary antibody (goat anti-mouse IgG second-
ary antibody), and substrate for B-galactosidase, which is
also pictured in Fig. 2. L-E, Ab, and S in Fig. 2 represent
the VPA-conjugated enzyme donor, secondary antibody,
and substrate forp-galactosidase, respectively.

After addition of reagent 2, colored product of catal-
ysis by B-galactosidase is monitored as a function of
time via absorbance (standard spectrophotometric as-
say). Fig. 3 briefly describes the generalization of the
two-step CEDIA procedure.

Methods

The Scatchard model is the most widely used mathe-
matical approach to the quantitative description of the
multiple equilibriums taking place when an antibody
binds reversibly to an analyte molecule [4]. The Scat-
chard model focuses on the individual binding sites of
the antibody and applies the law of mass action for each
site, defining the affinity constant (association constant)
K; and assuming that the affinity of each particular site
for the ligand is not influenced by the extent of occupan-
cy of the other sites (independent and noninteracting
binding sites). The reaction between antibody and ana-
lyte may be simplistically described:

Antibody + Analyte

k<k—> Binding complex between antibody and analyte.

Here, k; is the association rate constant and k_; is the
dissociation rate constant. The ratio of the two rate con-

stants gives the equilibrium constant K;, which repre-
sents the final ratio of bound to unbound analyte and
antibody. It is also known as the affinity constant,

ki
K =1
i k,i
__[binding complex between antibody and analyte]
B [antibody][analyte] '
Step 1

Step 1 involves antibody (A) reversibly binding to a
ligand molecule (L, antigen or analyte; depicted as ®
in (Fig. 1). The antibodies are assumed to have two
equivalent binding sites, i.e., they are divalent. The reac-
tions are

L+AS LA = +%ﬁé)§ﬁ (1)

and

L:A+LEL:A:L Sf* 'KHV )

All of the parameters (symbols) and rate constants of
step 1 are given in Table 1.

The rates of reaction are represented as four differen-
tial equations with four unknown parameters: L, A,
L:A,and L:A:L.

Table 1
Rate constants and parameters in Step 1 of CEDIA

Rate constants

K;: affinity constant  k,: association rate constant for reaction (1)
for reaction (1) k_,: dissociation rate constant for reaction (1)

K,: affinity constant  k,: association rate constant for reaction (2)
for reaction (2) k_»: dissociation rate constant for reaction (2)

Parameters (symbols); L (m): analyte in reactions (1) and (2); A (Y):
antibody for the analyte in reaction (1); L: A (klf): binding complex
between one antibody and one analyte in reactions (1) and (2);
L:A:L (“T"z): binding complex between one antibody and two ana-
lytes in reaction (2).
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% — k[t A] — Ky [LYJA] + kL : A< L

— ko[L : AJ[L]. (3)
dlA] .
5 =kl A= kLA (4)
d[Ld; Al LA = kAL Al 4+ ko] L

—ko[L: Al[L] (5)

d :d‘? 2y ky[L: A]J[L] —k»[L:A: L) (6)
Step 2

In the standard CEDIA kit [7], first the analyte and
antibody are mixed and incubated for a fixed time (step
1), and second the analyte-conjugated enzyme donor
(L-E), the second antibody (Ab), and the substrate (S)
are added (step 2) (Fig. 2). All of the reacting species
participating in the reactions are involved in step 2.
The possible interaction and reaction schemes of step
2 are:

L+ASL:iA - + Y& ¥ (7)
L:A—&—L&L:A:L 3,’];_'_ = (K%Q‘h-fg (8)
| |
K3 o I

L-E+A<EL:A , +%§]’§EK"E “,].-', 9)

Ky - 1

EEL:A+LSE-L:A:L %lé_'_ P -\,[,7
(10)

EL:A+LESEL:A:L-E
: :

Yo s (11)

. Ke . . ,—ex;t
L:A+L-E<EL:A:L ﬁf,r r By

(12)
L:A:L+Ab& BAD Y Yex 324
. . > %ﬁ*_ Y 6_9;?1%,
(13)

E-L:A:L+Ab<$BAb

i .
Vot a% e

E-L:A:LE+Ab&BAb

V. YYY% Eﬂ 13

Kio b 8&9 -vl
L-E+EASE 3% QE)(_“)_;’ (16)
1 + .
Etsfes [T 4 ety ‘|- (17)
and
S
ESSE+P oty + ¥ (18)

B ] B ]
All of the parameters (symbols) and rate constants
used in reactions (7)—(18) are summarized in Table 2.
The rates of reaction are represented as 15 differential
equations with 15 unknown parameters:

d[Ld; Al LA = kAL Al 4+ koL A L
—ky[L : A][L] 4+ k_[E-L : A : L]
— k¢[L : A][L-E], (19)
w — ka[L-EJ[A] — k 5[E-L : A]
+k 4[E-L:A:L]— k4[E-L: A]J[L]
4k s[E-L:A:LE]—ks[E-L:AJ[L-E],
(20)
% =k [L:A]—k[L][A] +k,[L:A:L]
— ko[l - AJ[L] + k_4[E-L:A: L]
— ks[E-L : AJ[L], (1)
d[Ié;E] = k_3[E-L : A] — ks[L-E][A]
+ks[E-L:A:LE|—ks[E-L:AJLE]|
4k 6[E-L:A:L]— kL : A|[L-E]
— k-10[E] — kio[L-E][EA], (22)
% = k_4[L: Al — ki [L][A] — k_s[E-L: A
— ks[L-E][A], (23)
ql ’d? L L AL kL A L]+ & 5[BA)

—ks[L: A LJ[Ab], (24)
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Table 2
Rate constants and parameters in step 2 of CEDIA

Rate constants

K;: affinity constant for reaction (7) ki: association rate constant for reaction (7)
k_y: dissociation rate constant for reaction (7)
K>: affinity constant for reaction (8) k»: association rate constant for reaction (8)
k_,: dissociation rate constant for reaction (8)
Kj: affinity constant for reaction (9) ks: association rate constant for reaction (9)
k_5: dissociation rate constant for reaction (9)
K,: affinity constant for reaction (10) k4 association rate constant for reaction (10)
k_4: dissociation rate constant for reaction (10)
Ks: affinity constant for reaction (11) ks: association rate constant for reaction (11)
k_s: dissociation rate constant for reaction (11)
Kg: affinity constant for reaction (12) ke: association rate constant for reaction (12)
k_¢: dissociation rate constant for reaction (12)
K7: affinity constant for reaction (13) k7 association rate constant for reaction (13)
k_7: dissociation rate constant for reaction (13)
Ky: affinity constant for reaction (14) kg: association rate constant for reaction (14)
k_g: dissociation rate constant for reaction (14)
Ky: affinity constant for reaction (15) ky: association rate constant for reaction (15)
k_o: dissociation rate constant for reaction (15)
K;: affinity constant for reaction (16) kyo: association rate constant for reaction (16)
k_10: dissociation rate constant for reaction (16)
K : affinity constant for reaction (17) kyy: association rate constant for reaction (17)

k_1: dissociation rate constant for reaction (17)
K,: association rate constant for reaction (18)

Parameters (symbols). L (wm): analyte in reactions (7), (8) and (10); A (Y)' antibody for the analyte in reactions (7) and (9); L: A (ﬁy ): binding

complex between one antibody and one analyte in reactions (7), (8) and (12); L: A: L (‘]‘3 ): binding complex between one antibody and two analytes

in reactions (8) and (13); L-E (®): analyte-conjugated enzyme donor in reactions (9), (11), (12), and (16); E-L: A (”‘1 ) binding complex between
analyte-conjugated enzyme donor and antibody in reactions (9)—(11); EA (E)) enzyme acceptor in reaction (16); E (EE) active enzyme in reaction
(16); Ab (Y) secondary antibody in reactions (13)—(15); Bab ( ;ﬁ{ ;}r{\ ﬁ;{ ): binding complex between primary and secondary antibody

in reactions (13)—(15); S (@): substrate in reaction (17); ES (EE]-): enzyme—substrate complex in reaction (17); P (-:é:-): product in reaction (18); E—
L:A:L (’“al} ): binding complex between one antibody and one analyte and analyte-conjugated enzyme donor in reactions (10), (12) and (14);E—

L:A:L-E &T/} ): binding complex between one antibody and two analyte-conjugated enzymes in reactions (11) and (15).

W — K[E-L: AJ[L] — k W[E-L:A: L] d[c‘;b] — k 5[BAb] — ki[L : A : L][Ab] + k_[BAD]
+ ke[L : A][L-E] — k_¢[E-L : A : L] — ks[E-L : A : L][Ab] + k_o[BAD]
k_g[BAb] — ks[E-L : A : L][Ab], — ko[E-L: A : L-E][Ab], (29)
(25)
dlE-L : A : L-E LIi{:‘b]=1€7[L:A:L][Ab]— 7[BAD]
= T |~ k[EL: AJL-E] +kg|L-E: A: L][Ab]— k_4[BADb]
— ks[E-L:A:L-E] +k o[BAb] +ko[E-L: A : L-E][Ab] — k_s[BAD, (30)
4 ko[E-L: A : L-EJ[Ab], e
W]y ES] — ka[E)fS). (31)
dz
d[EA]
dr = k—lO[E} - klO[LfE] [EA]7 (27) @ — k]][E] [S] _ k,n[ES] _ k]z[ES], (32)
] o [L-EJ[EA] — k 1o[E] + & 1[ES] and
dr d[P|

— kn [E][S] + k12 [ES], (28) ;= Fkn[ES]. (33)
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Reagent 1

Reagent 2

- = V) + e 7 o =
- -+ | it o) + * . = LlJ & _
| v — ez,

(Analyte) (Antibody) (E

plor) (Analyte

enzyme don'w}

{ Y
antibody)

(Active enzyme) (Colored product)

Fig. 4. Simple description of a one-step truly homogeneous process.

Combined step

Although the standard assay involves a two-step pro-
cess, we also chose to model a single-combined-step pro-
cess, which should be simpler to apply in a ChemChip
device [6]. All reacting species are assumed to be simul-
taneously mixed in the same vessel at the same time; this
concept is simply pictured in Fig. 4.

Procedures

The differential equations were numerically integrat-
ed using MatLab software, specifying the initial concen-
trations of each component and estimates of the rate
constants. The time course of the materials for various
concentrations were obtained.

Study of the kinetics of the CEDIA system allows the
derivation of equations which predict the concentrations
of reactants and products at any time, even if the system
has not yet reached equilibrium. The assumptions of the
model are: (1) all of the analytes and antibodies are in
the same homogeneous conditions, (2) second-order
reversible kinetics are considered for the interaction be-
tween analytes and antibodies, (3) analytes are consid-
ered monovalent with regard to each antibody, (4) the
affinity of each particular site for the analytes is not
influenced by the extent of occupancy of other sites
(binding should be uniform with no positive or negative
allosteric effects), and (5) no nonspecific binding occurs.
Although it is impossible for all of these assumptions to
be completely met in practice, the law of mass action
does provide a useful framework on which to base a
theoretical appreciation of the kinetic principles.

Results and discussion
Step 1

The affinity constant consists of association and dis-
sociation rate constants. The knowledge of these rate
constants is very important to perform the modeling.
The advent of biosensor technology has generated con-
siderable interest in its use to characterize high-affinity
interactions between antigens and antibodies [8-12].
Many studies have employed the Biacore instrument

(Pharmacia Biosensor, Uppsala, Sweden), in which
one reactant flows through a microchannel over the bio-
sensor surface on which the secondary reactant is immo-
bilized to form an affinity matrix, which is detected by
surface plasma resonance. The [Asys instrument (Affin-
ity Sensors, Cambridge, UK) has also been employed to
study the affinity matrix between a reactant on the bio-
sensor surface forming the base of a stirred cuvette and a
flowing secondary reactant; the refractive index change
associated with matrix formation is monitored by reso-
nant mirror technology. These investigations have em-
ployed expressions developed for the analysis of the
association and dissociation kinetics derived from the
time course of the biosensor response. Many values of
rate constants are generated with these methods and
analyzed by pseudo first-order kinetics, based on the
assumption of 1:1 stoichiometry and constant concen-
tration of one of the reactants [8—12]. The diffusion-con-
trolled association rate constant is assumed to be 10° or
10’M s~ 1 [13]. But, the analyzed values of k; from ex-
periments are about 10°M~'s™!; some authors explain
this lower value as being due to the stagnant layer [13].
On the other hand, the dissociation rate constants de-
pend on the binding strengths between reactants (in this
case, the antigen and antibody). This affinity constant of
the order of 107 order is a typical value for ordinary an-
tigen—antibody systems determined by biosensor tech-
nology [14]. We assume this value for the high-affinity
case [15]. We adopted the association and dissociation
rate constant as 10°M~'s™ " and 10725~ for our calcu-
lations. Table 3 shows the values of rate constants and
parameters used in step 1 of the CEDIA.

The concentration changes of each component with
time were calculated by integration of the differential
equations under the conditions noted in Table 3. Time
0 is when the antibody is mixed with the ligand, analyte.
A plateau is reached at equilibrium. Three cases, de-
pending on the concentration of analyte at a fixed anti-
body concentration (10~7 M), are considered for the first
step. The values chosen are appropriate to the CEDIA
kit experiment [7]. The zero concentration case, i.e., only
antibody is present in the reaction vessel, is shown in
Fig. SA. There is no reaction. Next is the case of low an-
alyte concentration; the analyte and antibody react to
form a complex. The complex is formed in a small
amount in the presence of low analyte concentration,
shown in Fig. 5B. If more analyte is added to react with
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Table 3
Rate constants and parameters used to derive Fig. 5
Rate constants Parameters
ki =10°M's7'and k_, = 1072571 (K, = 1.0 x 107) [L]=0,107% and 10°°M
kr=10°M s vand k_, = 107257 (K, = 1.0x 107) [A]=10""M
Amun“ Spereiramasindes S == = Sm B‘-o"'u' T ¢ -
A A 1010 X
= s 3 SRR SRS
= € g &
3 soup* 2 5,040° T = »: > A
% [LI=0M g [L]=10"M ‘Eumu [L]=10"M
g g LA g
S L, LA, & LAL g (L_/" g
oo on ._.‘._._._.E.A:AL_‘A Pl oan
o 1na oo 00 oo a0 o 100 200 300 400 500 .
time (s) time (s) time (s)
Blank (no analytes) Low Concentration High Concentration
i . 1 s, 1] %
* T 7 ) 3% SN D g% " o L gg F >
i L 20 i L. . il b o B
bl e (23] 8 T 1 QD v ” - 120 I
ol 5 i | g% - = o [ gg .Ii-
di ' [&) H \ . i -
W b)) Y e
A9 Y 2 iy'y & - 1 g -1
b [ 4 b3 - 22 . B 29 A 7
‘ oD . Qﬁ)w I &7 3 SR g, =
AYY Y (=55) ; Y QD = = B o o
N : LW ) d ,
| [A] = [Primary antibody] 1 [L:A:L] = [Binding complex between analyte and antibody]

2 [EA} = [Enzyme sccepior]

m (L] =[Analy]

Fig. 5. Time courses of the binding reaction assuming divalent antibody for three analyte concentrations: (A) [L] = 0M (blank), (B) [L] = 1078M

—1 .1

(low concentration), and (C) [L] = 107°M (high concentration). Antibody concentration is fixed as 107’ M, and k; and k_; are chosen as 10°M~'s
and 1072s7%. The calculated molar concentrations of each species (depicted in figure) are shown on the y axes.

antibody, the amount of free antibody is decreased,
as the binding complex is produced in considerable
amounts; this case is shown in Fig. 5C.

While the amounts of binding complex between one
antibody and two analytes (L:A:L) can be greatly
increased with time at the higher concentrations of
analyte, no variation of it is observed in the lower con-
centration case. The consumption of antibody or the
production of binding complex between analyte and an-
tibody affects the assay. More binding complex means
more free analyte-conjugated enzyme donor, which
can produce more active enzyme.

Step 2

The analyte-conjugated enzyme donor, L-E (#), is
added to the mixture of the first step of the CEDIA
kit method; antibody binds to the analyte and analyte-

conjugated enzyme donor as L: A: L (Y), E-L:A:L
("’T;), and E-L: A:L-E (gs[}). Here, we have a sequen-
tial immunoassay where one of the two competing com-

ponents (i.e., the analyte and analyte-conjugated enzyme
donor) reaches the antibody first to initiate the interac-
tion that culminates in the equilibrium state (reactions
7,9). When the analyte-conjugated enzyme donor and
antibody are present together in the sample, the ana-
lyte-conjugated enzyme donor is capable of binding, in
a competitive fashion, either to antibody or to the
enzyme acceptor (reactions 9,16). The active enzyme is
involved in the conversion of substrate into product (sig-
nal); the active enzyme is produced by the binding of
free analyte-conjugated enzyme donor and enzyme
acceptor (reaction (16)). As the amount of analyte is
increased, it binds to antibody, leaving more free ana-
lyte-conjugated enzyme to combine with the enzyme ac-
ceptor and produce more active enzyme. The secondary
antibody, Ab, function is to bind to the primary anti-
body (reactions (13)-(15)) and improve the sensitivity
of the analysis by inhibiting complementation [4]. The
coupling of antibody to the ligand (analyte)-conjugated
enzyme donor (reaction (9)) slows the rate of comple-
mentation of enzyme acceptor (EA) (8) and analyte-
conjugated enzyme donor (L-E) ($) (reaction (16)).
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Such coupling, however, does not completely prevent
complementation. If the secondary antibody (Ab) (Y)
is coupled to the primary antibody-ligand-conjugated
enzyme donor, it enhances steric interference of the pri-
mary antibody and may completely prevent complemen-
tation by that enzyme-donor population which is
bound. The reactions (17) and (18) constitute the cata-
lyzed enzyme reaction.

From the interaction of analyte and antibody of step
1, we can calculate [L], [A], [L : A], and [L : A : L] at the
equilibrium condition. With these values and the added
concentration of analyte-conjugated enzyme donor, en-
zyme acceptor, substrate, and secondary antibody as
an initial condition, the concentrations of each constitu-
ent with time can be calculated by solution of the differ-
ential equations. The enzyme acceptor is originally
inserted in step 1, but it remains in an unbound form
and participates in an interaction of step 2. The values
of the affinity constants and the accompanied rate con-
stants of reactions (7) through (18) (Table 4) are based
on the considerations for ordinary antigen—antibody sys-
tems; a 107 affinity constant is used for all antibody—an-
tigen systems (reactions (7)—(15)). The rate constants of
formation of active enzyme from the binding of free an-
alyte-conjugated enzyme donor and enzyme acceptor
(reaction (16)) are estimated from the folding and associ-
ation of B-galactosidase [16], neglecting the detailed di-
mer—tetramer reaction mechanism. The rate constants
of catalyzed enzyme reactions (reactions (17) and (18))
are also roughly estimated from information of ordinary
Michaelis—Menten treatment for several enzymes [17].

The initial concentrations of each species are [A] =
1.0x 107"M,[L-E] = 1.0 x 10 *M,[EA] = 1.0 x 107°M,
[Ab] = 1.0 x 10> M, and [S] = 1.0 x 10~*M for each ana-
lyte concentration. Table 4 summarizes the rate constants
and parameters in step 2 of the CEDIA. The results ob-
tained (only the concentrations of active enzyme and the
final product are depicted) are given in Fig. 6, using the
values suggested by Table 4. Fig. 6 has three pictures cor-

responding to the amounts of analytes. The shape of the
time curves are similar, but their magnitudes are different.
E and P produced are dependent on the added amounts of
analytes, and the equilibration time becomes longer for
higher amounts of analytes (Fig. 6C), which can be seen
from the time course of E. If we add more analyte to the
reagents, more time is needed to achieve equilibrium.
The light signal increases steeply until the experimental
condition reaches equilibrium (Fig. 6C).

The final product P is directly related to the light absor-
bance signal (accumulated amounts of product), which
corresponds to the experimental signal. The calculated
time courses at several analyte concentrations ([L] =0,
1073, 1077, 107, and 107> M) are shown in Fig. 7A as a
function of analyte concentration. The amount of P in-
creases with time. Reactions (17) and (18) are enzyme-cat-
alyzed reactions and the final colored product (P) is
entirely dependent on the amounts of active enzyme (E).

Many immunoassays employ chemiluminescence as
the measured signal [4]. We are interested in modifying
CEDIA to utilize chemiluminescence output. Chemilu-
minescence intensity is directly proportional to the en-
zyme activity (photons do not accumulate, as do
chromophores in conventional CEDIA systems). There-
fore, it is important to know the calculated amount of
active enzyme and its variation with the change of con-
centrations of any other species. To illustrate this phe-
nomenon, the time courses of the active enzyme
concentrations at several analyte concentrations are giv-
en in Fig. 7B. The active enzyme concentration reaches
equilibrium within 200s at lower analyte concentrations
and continues to increase at higher analyte concentra-
tions. Fig. 7 is a kind of immunoassay dose-response
curve. The response curve shows two groups, i.e., lower
concentrations of analytes and higher concentrations of
analytes. The discrimination of responses for the change
of analyte concentrations in ranges of low concentration
of analyte is slight; i.e., it is very difficult to discriminate
the responses with the change of analyte concentration

Table 4

Rate constants and parameters used to derive Figs. 6 and 7

Rate constants Parameters
k1:105M"landk.—loz’l(K—10><10) Step 1

S S
ky=10°M ls‘landkz—lo s~ (K2—10><107)
ks=10°M " 's'and k_3=10"2s7! (K5 = 1.0x 10"
ks =10°M 's*ldndk4—10 2s*‘(1<4—1ox10)
ks=10°M"'s™tand k_s=1072s7! (K5 = 1.0 x 107)

ke=10°M""'s"and k_¢=10"2s"" (Ks = 1.0 x 107)
k7=10°M " 's'and k_; = 10"2s7! (K7 = 1.0 x 107)

ks=10°M"'s™ ! and k_g=1072s7! (K5 = 1.0 x 107)

ko =10°M"'s7t and k_o = 107257} (Ky = 1.0 x 107)
kio=10M"'s7"and k_1o=10"2s7" (K} = 1.0 x 10%) [13]
ki =10°M 's™hand k_j; = 157! (K = 1.0 x 10%) [14]
ki»=0.1M s [14]

[L]=0and [A]=107"M

—S[L]=0,[A]=10"7, [L:A]=0,and [L: A:L]=0M
[L]=10"%and [A]=10""M

S[L]=5.10x107" [A]=9.51x 1075, [L: A]=4.85x 1077,
and [L:A:L]=243x10"1"M

[L]=10"°and [A]=10""M

—S[L]=8.62x 1077, [A] =5.86x 107, [L: A]=5.06x 1075,
and [L:A:L]=435x10"°M

Step 2

[L-E]=1.0x107%M

[EA]=1.0x10"°M

[Ab]=1.0x107°M

[SI=1.0x107*M
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Fig. 6. Time courses of production of E (reaction (16)) and P (reaction (18)) assuming divalent antibody for three analyte concentrations: (A)
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three cases are obtained from the calculations of step 1 and are given in Table 4. The concentrations of the other species and the rate constants used
are given in Table 4.
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Fig. 7. Time courses of the production of P (reaction (18), (A)) and E (reaction (16), (B)) assuming divalent antibody for several analyte
concentrations. The calculated molar concentrations of final product P (reaction (18)) and active enzyme E (reaction (16)) are shown on the y axes.
The initial concentrations of L, A, L: A, and L: A : L for five different analyte concentrations are obtained from the calculations of step 1. The
concentrations of the other species and the rate constants used are given in Table 4.
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at any reaction time, so it has necessarily lower sensitiv-
ity. The responses in high concentration ranges of ana-
lytes (107> and 107°M) can be differentiated slightly.
The reason for the difference of discrimination at low
and high analyte concentrations is that we have 12 equa-
tions describing step 2 of the CEDIA. L and L-E com-
pete for A. As the concentration of L increases, more
L : A will be produced and the concentration of A will
be necessarily reduced (reaction (7)). If the concentra-
tion of A is reduced, the amount of L-E will be reduced
slightly (reaction (9)) and this effects the final concentra-
tion of active enzyme (reaction (16)); i.e., the concentra-
tion of active enzyme increases with the increase in L.
But the reaction (12) will complicate the above reac-
tions. More amounts of L : A produced with L will bind
to L-E (reaction (12)), so the concentration of L-E de-
creases profoundly with the increase in L. In the case of
very low analyte concentrations such as L =0, 1075,
and 107’M under the conditions of our assumed pa-
rameters, the model cannot be simulated as accurately
as the high analyte concentrations. The dynamic range
is the range in concentrations which can be distin-
guished and is not necessarily linear. Appropriate cali-
bration is always used [18,19]. Concentration between
107% and 107" M (Fig. 7) can be readily detected—this
range is indeed linear. In this case, the dynamic range
might be estimated as 107°-10""M. If one requires
an extended dynamic range, it can be 107°-107'M,
although the coverage over this wider range is not
completely linear.

The binding affinities between antibody and antigen
were assumed to be the same. Secondary antibody is
added to improve the sensitivity of CEDIA analysis by
binding to the primary antibody [7], forming a complex.
The binding affinities between them may be different
from the binding between antigen and antibody. If we
assume stronger binding affinities between primary and
secondary antibodies, the calculation results represent-
ing responses are further improved (although the values
are slightly lowered), which is shown in Fig. 8 assuming
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the affinity constant for reactions (13)—(15) to be
1.0 x 10%. Only the association rate constant is 10 times
increased (k7 = ks = ko = 1.0 x 10°M ! s_l), resulting in
a 10 times increase in affinity constant. One can see
the dynamic range of 107°~10~*M from Fig. 8. If the as-
sumed parameters and rate constants are further revised,
the responses may be further improved.

We assumed that the antibody has a divalent charac-
ter and can bind up to two analytes. In the above calcu-
lations, the same rate constant values between analyte
and antibody are used, regardless of the kind of
analytes. The affinity constants of 107 (association rate
constant of 10° and dissociation rate constant of 1072
are used for the reactions between any kinds of analyte
(L and L-E) and antibody (A). Assuming the affinity
constant of 10® (association rate constant of 10° and dis-
sociation rate constant of 107%) between primary and
secondary antibodies will expand the dynamic range.
Thus the choice and nature of Ab is obviously critical
to the analysis and the analytical behavior.

Combined step

In a one-step CEDIA, all of the reactants (L, A, L-E,
S, Ab, and EA) are mixed simultaneously in the same
vessel; the primary incubation step between analyte
and antibody is omitted, reducing the time and cost
(Fig. 4). Such a one-step assay would be simpler and eas-
ier to apply in our developing multianalyte ChemChip
device [6]. The calculated results are similar to that of
the two-step CEDIA method and are shown in Fig. 9.
The results in the ranges of higher concentrations of an-
alyte give better discrimination of responses than the
two-step method. The distinction of the responses in
the lower range is also not clear. The calculated rates
of product formation vs analyte concentration show
that the range of 107°~10~’M analyte concentration is
simply linear from the view of calibration. A dynamic
range of 107°-10~'M analyte concentration is clearly
shown, which means that a one-step assay actually re-

162107 1
LJF10*° M

W

[L]=10°° M ) ‘ .

5.0x10 1 L

[L]=107 M

concentration of E (M) &=
g
]

nol [L]=10° M

0 100 200 300 400 500
time (s)

Fig. 8. Time courses of the production of P (reaction (18), (A)) and E (reaction (16), (B)) assuming divalent antibody for several analyte
concentrations and stronger binding affinities between primary and secondary antibodies (K7 = Kg = Ko = 1. 0% 10® for reactions (13)~(15)). The
calculated molar concentrations of final product P (reaction (18)) and active enzyme E (reaction (16)) are shown on the y axes. The initial
concentrations of L, A, L: A, and L : A : L for five different analyte concentrations are obtained from the calculations of step 1. The concentrations
of the other species and the rate constants used are given in Table 4 except for the reactions (13)—(15).
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Fig. 9. Time courses of the production of P (reaction (18), (A)) and E (reaction (16), (B)) assuming divalent antibody for several analyte concentrations.
The two steps normally used are treated as only one step. The concentrations of the species and the rate constants used are given in Table 5.

Table 5

Rate constants and parameters used to derive Fig. 9

Rate constants Parameters
ki=10°M's'and k_, = 10~ 25*1 (K; = 1.0x 107 [L]=
kr=10*M"'s"and k_» =10"%s7! (K> = 1.0 x 107) [L]=10"%M
k3=10°M"'s'and k_3=10"2s7! (K3—10><10) [L1=107"M
ky=10*M"'s'and k_,=10"2s"! (K4—10><10) [L]=10"°M
ks=10*M"'s'and k_s=10" Zs*‘ (Ks=1.0x 107 [LI=107° M
ke=10*M"'s"! and k,6:10 s (Ke=1.0x107) and
k7=10°M~'s ' and k_;=10"2s7! (K7—10><10) [A]=1.0x107"M
ks =10°M"'s™' and k_ 8:10 271 (Kg:10><10) [L-E]=1.0x10"*M
ko=10°M"'s™! and k_o —10*’s*1 (Ko =1.0x 107 [EA]=1.0x10"°M

kio=10°M s 'and k_;o= 1072
k1|—103 lflandk”=ls
ki, =0.1M"'s7! [14]

s (Kip = 1.0 x 10%) [13]
(Kl. =1.0x 10% [14]

[Ab]=1.0 x107°M
[SI=1.0x107*M

sults in a wider measurable dynamic range than the two-
step assay. The calculated rate of product formation vs
analyte concentration shows that the range of 10 -
1077 M is simply linear from the view of calibration. Ta-
ble 5 lists the rate constants and parameters used to ob-
tain Fig. 9. This situation must be more fully considered
and tested.

Chemiluminescent assay methods are simple, inexpen-
sive, and generally more sensitive than standard spectro-
photometric assays [19] and can be applied to a one-step
CEDIA, with greater simplicity and reduced time and cost
[20]. To accomplish a luminescent read-out for our Chem-
Chip purposes, it is necessary to replace the substrate,
currently present in the Reagent 2 of Fig. 2, with a chemi-
luminescent substrate. This application is now underway
in our laboratory. Chemiluminescent assay uses a chemi-
luminescent substrate, all the other reactants in the CE-
DIA are unchanged. So the results should be same as
the color substrate modeled in the paper.

Conclusion
We obtained time course curves of the major reac-

tants and products using a model of CEDIA by integra-
tion of the relevant differential kinetic equations. We

conclude the following: (1) the obtained time course
curve of the production of P (Fig. 7A) can be compared
with the light absorption signal of the CEDIA kit exper-
iment [15]. The E time course curve (Fig. 7B) is being
tested with a modified chemiluminescent assay method
[15]. (2) Using assumed parameters, the analyte concen-
tration response curve can be obtained. In a two-step
case, a dynamic range of 107°-107’M is obtained. If
we assume stronger binding affinities between primary
and secondary antibodies, the dynamic range can be ex-
panded (107°-10"3M). (3) Simulation of a one-step CE-
DIA produces Fig. 9, a dynamic range of 107°-10'M
analyte concentration. (4) From this theoretical consid-
eration, a simple one-step immunoassay has the merit of
potentially reducing time and cost and has an improved
dynamic range.
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Water and Hydrogels

MU SHIK JHON* and J. D. ANDRADE, Division of Matertals
Science and Engineering, College of Engineering, University of Utah,
Salt Lake City, Ulah 84112

Summary

The apparent biocompatibility of many synthetic and natural aqueous gel
materials has encouraged their study and testing for a wide variety of biomedical
device applications. Many of the physical and in particular the interfacial
properties of such gels are highly dependent on the organization of water within
and on the surface of the hydrogel. Water is an important, component of such
gels, varying from about 30 to nearly 100 wi-%, yet the role of water in the gels
has been virtually ignored. This paper briefly reviews the nature of water
structure in pure bulk water, in solutions, and at interfaces. Polywater or
anomalous water is also briefly reviewed. Evidence is presented that the water
in many hydrogel systems can exist in at least three different, structurally dis-
tinet forms. A hypothesis is presented which can be used to evaluate and study
the nature of water in bulk hydrogels. Consideration is also given to the role of
organized water at the hydrogel surface on the interfacial properties of such

systems.

INTRODUCTION

Water is the most common liquid on IEarth and is the very medium
of life, yet its peculiar properties are often overlooked or ignored.
Water exhibits a variety of unusual properties. It shows a maximum
-density at 4°C. Compared with the other Group VI hydrides (H.S,
H,Se, HoTe), it has a melting point, boiling point, heat of fusion, and
heat of vaporization much higher than expeeted. The viscosity of
water shows a peculiar decrease with increasing pressure above one
atmosphere. A number of apparent thermal anomalies or “kinks”
have been reported and may play a role in biological processes at
interfaces.!
* On leave from the Korea Advanced Institute of Science, Seoul, Korea.
509
© 1973 by John Wiley & Sons, Ine.

o7

522 JHON AND ANDRADE

20. N. N. Fedyakin, Kolloid Zh., 24, 497 (1962).
21. B. V. Derjaguin, I. G. Ershova, B. V. Shedezuyi, and N. V. Churayer,
Doklady Acad. Nauk SSSR, 170, 876 (1966).
22. ](J H) Lwerett, J. M. Haynes, and P. J. McElroy, Sci. Prog. Oxf., 59, 279
1971).
23. W. Drost-Hansen, Chem. Phys. Letters., 2, 647 (1968).
24. W. Drost-Hansen, Ind. Eng. Chem., 61, 10 (1969).
25. J. Timmermans and H. Bodson, Compt. Rend., 204, 1804 (1937).
26. R. C. Weasti, Ed., Handbook of Chemisiry and Physies, Chemical Rubber Co.,
52nd ed., 1971, p. E 203.
27. M. S. Jhon, B. . Van Artsdalen, J. Grosh, and H. Eyring, J. Chem. Phys.,
47, 2231 (1967). :
28. 0. Wichterle and D. Lim, Nature, 185, 117 (1960).
29. 8. D. Bruck, Trans. Amer. Soc. Artif. Intern. Organs., 18, 1 (1972).
30. J. D. Andrade, Med. Instrumentalion, 7, 110 (1973).
31. H. B. Lee, H. 8. Shim, and J. D. Andrade, Polym. Prepr., 13, 729 (1972).
32. ,(\ 5. Hoffman, W. G. Kroft, and C. Harris, Polym. Prepr., 18, 723, 740
1972).
33. J. D. Andrade, Ph.D. dissertation, Univ. Denver, Denver, Colorado, 1969.
34, M. Aizawa and 8. SBuzuki, Bull. Chem. Soc. Japan, 44, 2963 (1971).
35. J. Mizuguchi, M, Takahashi, and M. Aizawa, Nippon Kagaku Zasshi, 91,
723 (1970).
36. J. R. Hansen and W. Yellin, in Water Structure at the Water-Polymer Inter-
face, H. H. G. Jellinek, Ed., Plenum, 1972, p. 19.
37. S‘r F. Hazelwood, B. L. Nichols and N. F. Chamberlain, Nafure, 222, 747
969).
38. M. F. Refojo, J. Appl. Polymer Sei., 5A-1, 3103 (1967).
39. M. Ilavsky and W. Prins, Macromelecules, 3, 425 (1970).
40. D. H. Rasmussen and A. P. Mackenzie, in Waler Structure at the Water-
Polymer Imterface, H. H. G. Jellinek, Ed., Plenum, 1972, p. 126.
41. H. B. Lee, M. S. Jhon, and J. D. Andrade, manuseript submitted.
42, J.D. Andrade, H. B. Lee, M. 8. Jhon, 8. W. Kim, and J. B. Hibbs, Jr., Trans.
Amer. See. Artef. Inlernal Organs, 19, 1 (1973).
43. K. Johansson and J. C. Ericksson, J. Coll. Interface Sci., 40, 398 (1972).
44. W. Drost-Hansen, J. Geophys. Res., 77, 5132 (1972).
45. R. A. Horne, A. F. Day, R. P. Young, and N. T. Yu, Electrochim. Acla, 13,
397 (1968).
46. 8. D. Bruck, J. Biomed. Res., 7, 387 (1973).

Received December 18, 1972



510 JHON AND ANDRADE

A number of theories have been proposed to explain the structural
nature of water and to account for its anomalous behavior. Several
extensive reviews are available.?  Unfortunately, none of the theories
available is satisfactory.

Water exhibits different properties in different situations.!? Di-
lute aqueous solutions exhibit significant changes from normal water
structure and properties. As the solution becomes more concen-
trated, the modifications become more extensive and may even change
in kind. More concentrated solutions, such as hydrogels or physio-
logical fluids, exhibit more extensive changes.

In order to make some progress towards understanding the nature
of water in biological systems, and more immediately in biomedieal
hydrogels, we must characterize the structure and properties of pure
water and of simple aqueous solutions.

PURE WATER

The available models for the structure of water can be classified
into two categories: 1) mixture models, which assume the presence
of two or more species; and 2) uniformist models, which assume that
each water molecule is subject to the same intermolecular foree inter-
actions as any other water molecule. i

Mixture Models

One of the most popular mixture models is the flickering cluster
model (Iig. 1) proposed by Frank and Wen.? According to them
clusters of hydrogen-bonded water molecules swim in a medium of
unbonded or monomer water; the cluster life time is believed to be of
the order of 10" sec. Thus water molecules are believed to interact
to form transitory liaisons and structures with life times of the order
of 100-1000 times longer than molecular vibrations. This model does
not include any details as to the nature of the clusters.

Nemethy and Scheragat modified the flickering cluster concept by
assuming the water molecules to be linked by four, three, two, one,
and no hydrogen bonds. This model has been rather succossful in
explaining a number of the properties of water but is not completely
adequate. Recently Vand and Senior® have shown that the N emethy-
Scheraga model can be improved by using nine encrgetically distinet
types of water molecules instead of five.
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CLUSTERS

Fig. 1. Schematic representation of the Frank and Wen flickering cluster model
of liquid water (redrawn after ref. 4).

A number of interstitial models are also available. These models
assume the presence of a structured water lattice, such as ice-I or a
distorted tetrahedron hydrogen-bonded lattice with the unbonded or
monomer water occupying the so-called interstitial spaces. The
Samoilov interstitial model® explains the high density of liquid water
compared to ice as due to the incorporation of free water molecules
into the ice-like structure.

Pauling’s clathrate eage model” can also be considered an inter-
stitial model. He proposed a model for liquid water analogous to
that fot the structure of gas hydrates, such as Cly-SH.Q and
CH,-6H:0, wherein the water molecules are hydrogen-bonded in
large cage-like structures containing methane, chlorine, etc. The
Pauling model for water consists of dodecahedral cages containing 46
molecules in the hydrogen-bonded cage with 8 nonhydrogen bonded
molecules. This model predicts the density but cannot predict the
dielectric constant of water.

The significant structure theory of liquids® was applied to water by
Marchi and Eyring.® This early model did not lead to a maximum
in the density. Later Jhon et al.'® developed a new significant struc-
ture model of water to explain the properties of water. The model
I8 visualized" as containing at least two solid-like clusters in equi-
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librium with each other and with the gaslike molecules (monomer
water). One of these structures is a cluster of about 46 molecules
with a structure and density similar to ice-1." These clusters are
dispersed in an ice-IIT-like structure which is 209, more dense than
ice-I, but is still hydrogen bonded. The ice-111 structure arises from
compression and bending of the hydrogen bonds. When a cluster of
ice-I-like molecules disappear, they change their structure coopera-
tively to a cluster of about 46 ice-III-like molecules. When ice
melts, most of the ice-I-like structure deforms into a denser ice-ITI-
like structure. At the same time, fluidized vacancies are introduced,
but the net result of melting is a contraction in the volume. The
volume decrease continues until 4°C where most of the ice-I-like
structure which remained on melting is now destroyed. Above 4°C,
water begins to behave as a normal liquid. Aecording to the model
the cluster size does not change appreciably with temperature but
the cluster concentration changes This model has explained most
of the thermodynamie, dielectrie, surface and transport properties of
water.!?

Uniformist Models

These models attempt to explain water in terms of distorted
hydrogen bonds, rather than breken hydrogen bonds as in the mixture
models., These models satisfactorily explain the x-ray radial distri-
bution curves and dielectrie properties of water.

Bernal and Fowler!? envisaged the structure of water to be entirely
due to tetrahedral hydrogen bonds, Pople® suggested a model where-
in melting is a result of the bending of hydrogen bonds, thus destroy-
ing the regular ice lattice, and produeing a liquid state consisting of
an irregular arrangement of water molecules with many bent hydro-
gen bonds.

Concluding Remarks Regarding Water Structure

There are no methods available to study the instantaneous struc-
ture of water.? A method with a time resolution of 10-% to 10—
sec (the vibration time) or less would be required. Only a few
methods are available for the study of vibrationally averaged strue-
tures, here the resolution time is greater than 10-'* sec but must be
less than 10-1% see (the diffusion time); infrared and Raman speetros-
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copy, neutron inelastic scattering, and dielectric relaxation are
suitable.

Many common experimental methods, such as x-ray diffraction,
thermodynamic data, and NMR, provide information on the diffu-
sion-averaged structures, i.e., observation times are greater than
10-1° gec,

Considering all the evidence, water probably consists of a mixture
of different clusters, whose cluster life time is less than 10—1? gec?—3?
and whose probable cluster size is about 46 molecules.!?

Absorption spectroscopic studies indicate that the concentration of
monomer ig very low.*  Cooperative phase changes probably
oceur.'?

STRUCTURE OF AQUEOUS SOLUTIONS

Because of the incomplete knowledge of the structure of water, our
understanding of aqueous solutions i1s not satisfactory; an acceptable
model of water would help us understand the behavior of aqueous
solutions. A number of excellent reviews are available?1 The
classic paper of Frank and Wen? provided the basis for understanding
the effect of solutes on water structure.

Aqueous solutions containing ions of high charge density, such as
LiF and MgCl,, have a positive hydration effect which increases the
local ordered structure of water by immobilizing the water around the
ions. Aqueous solutions containing ions with a lower charge density,
such as KBr and Csl, show a negative hydration effect which decreases
the ordered structure of water beyond the electrostricted layer by
creating a zone of water more disorganized than bulk water,

Nonpolar solutes like hydrocarbon or RytN salt clearly increase
the stabilized or ordered structures in aqueous solution by forming
certain kind of icebergs or cages of water molecules around the solute
molecules. Solutes which show positive hydration effects are called
structure makers. These solutes increase the viscosity of water, and
give rise to positive excess partial molar heat capacities. Solutes
which show negative hydration effects are called structure breakers and
act in the opposite direction to structure makers. The nature of
hydrated water around solutes can be visualized as a cage-like struc-
ture with dielectric constant, e = 2 (normal bulk water has a dielectrie
constant of about 80). Samoilov et al.® developed their theory of



514 JHON AND ANDRADE

aqueous solutions in terms of the molecular-kinetic close hydration
configuration. Nemethy et al.#!® have made theoretical attempts to
explain the effects of nonpolar solutes and of aleohols on the structure
of water. Their caleulated thermodynamic properties, such as free
energy, enthalpy, entropy and heat capacity, of aqueous solutions of
hydrocarbons, as well as for the transfer of aleohols from dilute
hydroearbon golutions to dilute agqueous solutions, are in good agree-
ment with those observed experimentally. Jhon et al.®'" extended
the significant structure theory of water to ionie solutions. The
partition funetion which is being considered consists of mainly five
terms; the partition function of the ion, of both pure water and
hydrated water, a mixing term, and electrostatic terms derived from
Debye-Huckel theory. The calculated results are quite satisfactory.
Recently Herman'® and Sung et al.’ applied the significant structure
theory of liquids to aqueous hydroearbon solutions.

In summary, a number of models for dilute aqueous solutions of
electrolytes and apolar solutes are available. Several of these models
produce results which are in satisfactory agreement with many
properties of these solutions, Dilute salt solutions, including physio-
logic saline, may be treated by the significant structure approach.

POLYWATER

A polymer of pure water with properties somewhat more like those
of a real polymer than those of ordinary water was discovered in the
Soviet Union by Fedyakin?® and extensively investigated by Derja-
guin et al?' Polywater (or anomalous water) is prepared by the
condensation of water vapor in fused quartz or glass capillaries 2 to
50 g in diameter at relative pressures somewhat less than unity.
Some of the reported properties of this water are: 1) lower vapor
pressure than the normal form; 2) greater density and stability to
temperatures to 500°C; 3) higher viscosity (up to 15 times normal);
4) different thermal expansion behavior; 5) solidification at —40°C
to a glass-like state; and 6) oxygen-oxygen distance is 2.3 A (com-
pared with 2.8 A for water). However, it can only be produced in
very small gquantities, by a process of evaporation and condensation
into fine capillaries,

Some interesting speculations about the structure of polywater
have appeared; a recent review is available. Through many diffi-
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cult experiments such as infrared and lager-Raman spectra, ESR, and
NMR, which shed light on molecular structure, it is now widely be-
lieved that anomalous water is not pure water but may be a boracious,
silicacious or carbonacious hydrate.

WATER AT INTERFACES

There is substantial evidence for the existence of ordered water
structures near certain aqueous/solid interfaces.!?2 Particular im-
portance has been attached to the existence of thermal anomalies in
the properties of interfacial water,! although no obvious evidence for
anomalous behavior has been observed for bulk water. Tt has been
suggested that these anomalies are evidence of higher order phase
transitions, such transitions only occurring in partially ordered, struc-
ture units of a certain minimum size. Figure 2 shows the surface
tension of water as determined by Timmermans and Bodson.2s The
surface tension appears to have an inflection point in the vieinity of
around 12-14°C.* The dielectric constant of water decreases with
the thinness of the film from more than 20 for films about 5 g in
thickness to less than 10 for films about 2 u in thickness; also the
density maximum temperature varies with the thinness of the film.2
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Fig. 2. Surface tension of water as a function of temperature (redrawn after
refs. 24 and 25).



(513
o
o

JHON AND ANDRADE

If one merely plots handbook refractive index data for water®® as a
function of temperature, thermal kinks can be observed (Fig. 3).
There is no doubt that structure differences must exist between
bulk water and interfacial water. The nature and extent of the
ordering of the interfacial water molecules will depend upon the solid
surface. Evidence for more “orderliness” is seen from the surface
tension paper by Jhon et al.?” in which they assumed that the mole-
cules in the top layer are in an asymmetric field and tend to orient in
the direction of the field. There is substantial evidence that water
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Fig. 3. Refractive index data for liquid water as a funetion of temperature (data
from ref. 26).
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may exist in a highly polarized or structured form in the vicinity of
polar substrates or solutes. Water in the vicinity of apolar solutes or
gubstrates is believed to consist of cage-like structures.!:?d

We can safely conclude that the nature of interfacial water is not
well understood.

WATER IN HYDROGELS

There is substantial interest in the biomaterials community in the
development of synthetic hydrogels. These materials have been
extensively discussed in the literature.2*=2 A number of investigators
have produced hydrogel surfaces on conventional polymer substrates
by surface grafting.®# Andrade has discussed the possible role of
water in biocompatibility by an interfacial free energy analysis.30.%
There has been much speculation and little reported work on the
possible correlation between the water content of a hydrogel and its
biotolerability.?* To develop optimum synthetic biomedical hydro-
gels, a bagie problem is to understand the nature of water in such gels.

We hypothesize that there are at least three kinds of water in
hydrogels: hydrated water (hereafter called Z water); interfacial
water, having a certain ordered arrangement, probably not cage-like
(hereafter called Y water), and finally “normal” or bulk water
(hereafter called X water).

The following arguments support our hypothesis. Aizawa et al.*
measured the thermal expansion of Sephadex (Fig. 4); high water con-
tent gels were found to show an extremely sharp volume change at
0°C, as observed for bulk (X) water; on the contrary, low water con-
tent gels exhibited no anomalous changes in the specific volume in the
range from —30 to 0°C—such behavior is expected from water of
hydration or Z water. For medium water content gels, a gradual
decrease in the specific volume was observed from —20° to 0°C.
This may be mainly due to Y water (Iig. 4). Mizukuchi et al.?
measured the specifie conductivity (and alsothe activation energy)
ag a funetion of water content for agarose gels (Figs. 5 and 6). We
can see the presence of three activation energies: one corresponds to
X water, the second corresponds to Z water, the last one is between
X water and Z water. NMR and infrared spectroscopic studies also
demonstrate the existence of X, Y, and Z water. In Figure 7,
infrared studies of stratum corncum by Hansen et al*® shows the
appearance of three bands. According to high resolution NMR
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Fig. 4. Thermal expansion of Sephadex G-50 gels: a = 839, b = 509, ¢ = 209,
wi-Ywater (redrawn after ref. 34).
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Fig. 5. Agarose gel at 25°C: relation between % water and specific conductivity
(redrawn after ref. 35).

studies of muscle water by Hazlewood et al.,*” the water exists in at
least two ordered phases, which can be distinguished by the widths
of their NMR signals (Iig. 8), by deuteron exchange, and by vacuum
drying. This may indicate the existence of Z water and probably
Y water.

Synthetic hydrogels proposed as biomaterials may also exhibit
significant water ordering. For example, the popular polyhydroxy-
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Fig. 6. Agarose gel: Activation energy for ion conduetion as a function of water
content (redrawn from ref. 35).
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Fig. 7. Schematic infrared spectra of the 0-D oscillators for H-0-D in stratum
cornea at —50°C (redrawn from ref. 36).

ethyl methaerylate gel*® is known to be extensively crosslinked by a
noncovalent mode, probably by hydrophobic bond interactions®s:#° ag
a result of water organization around the nonpolar portions of the
polymer,

The interfacial or Y water hypothesized here may represent a range
of possible interfacial structures, depending on the local environment;
at the present stage in the development of models for bulk and inter-
facial water structures, and with the experimental tools available, it
would be extremely difficult to separate out the various components
of interfacial water. We have, therefore, chosen for the present to
lump all interfacial or transition structures into the Y water category.

There i3 thus substantial evidence that a fraction of water in
hydrogels (including biological tissues) may be significantly different
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Fig. 8. High resolution NMR of rat muscle before (A) and after () heat
denaturation of proteins (redrawn from ref. 37).

from normal or bulk water and different from water of hydration, 442
Such water structuring must be expected to play a role in the inter-
facial properties of such gels, including the internal surface of the
cardiovascular system and the surfaces of biomaterials.®2 The inter-
facial free energy at the interface between a highly water structured
surface and an aqueous solution may be substantial ®* For example,
the interfacial energy at the ice-water interface is of the order of 25
erg/cm? 1 Thus, if one aceepts the interfacial free energy hypothesis
of biotolerability,*® various hydrogels may differ significantly in their
interfacial free energies—and probably in their biocompatibility—
due to differences in water content and water organization at the
gel—water interface.*> This may be the reason for some of the pres-
ent confusion regarding the biocompatibility or incompatibility of hy-
drogel systems. 2?42

Much more work is needed before we can begin to understand the
nature of water in natural and synthetic hydrogels#l, Then we may
begin to consider the role of water near the surface of a hydrogel or
intima on the bio- and blood compatibility of such interfaces. The
study of water in well-controlled synthetic hydrogels may prove use-
ful as model systems for understanding the nature and role of water
in biological tissues. 2

Note added in proof: The question of thermal anomalies in the sur-
face tension of water has been considered in gome very recent and
very precise studies.*® Drost-Hansen® has attempted to correlate
the various studies and conflicting results. It appears that surface
tension studies in fine capillaries may exhibit anomalies, which are
not seen with a Wilhelmy plate or related technique.4

The X, Y, Z hypothesis for water in gels is somewhat similar to the
a, B, bulk suggestion made by Horne et al. in 1968.45
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The question of water properties in hydrogels in relation to blood
compatibility was briefly discussed by Bruek recently in this journal. 48

The evidence for water structuring in at least one common hydrogel,
polyhydroxyethyl methaerylate, is now substantial.?8:3%41,42
Whether or not such strueturing is important in the interfacial
properties of such gels remains to be determined.
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The Role of Water in the Osmortic and Viscoelastic

Behavior of Gel Networks

AU SITTK JTHON.® SHAO MU MA, SACHIKO HATTORI, DONALD E. GREGONIS,
and JOSEPIL D. ANDRADE

Department of \falcrials Science and Engineering, University of Utah,
Galt Lake Gity, Utah 84112

The existence of an ordered structure at water/solid inter-
faces has been generally accepted. A structured molecUle possess
certain preferred orientations and cannot move independent of its
neighboring molecules. In the case of water the word "structured”
should not be misinterpreted; we do not mean that water possess
long rarge grderness. By "structure" we mean the orderness rela-
tive 10 T r. bulk water. In a strict sense, €Ven the molecules
in bulk water are structured because of hydrogen bonding and other
near neighbor interactions.

Drost-Hansen (1) has discussed a three-layer model for the
structure of water near certain water/solid interfaces. According
to this model, water molecules near the solid surface are struc-
tured; those sufficiently far away from the surface have bulk
water structure and those in between have decreasing orderness as
a function of distance from the interface. Others (2,3) have
indicated the existence of three ctates of water in natural macro-
molecular gels (2) or in membranes of cellulose acetate (3). Jhon
and Andrade (4) proposed a three-state mode] of water in hydrogel
systems. They suggested that three classes of water exist in hy-
drogels, namely X water (bulk water), Z water (bound water), and Y
water (irtermediate forms or interfacial water). Following this,
‘Lee, Jhon and Andrade (5,6) ‘tested the model by thermal expansion,
specific conductivity, differential scanning calorimetry, and
proton spin-lattice nuclear magnetic relaxation studies for poly-

{hydroxyethyl methacrylate) (PHEMA gels). Very recently, Choi,
Jhon and Andrade (7) again extended the model by means of thermal
expansion, specific conductivity, and dielectric relaxation
<tudies for (2,3-dihydroxypropyl methacrylate) gels (DHPMA gels)-

In this paper theories for the osmotic and viscoelastic

behavior of hydrogels are developed in terms of water structure.
Some experimental results on the viscoelastic behavior of
hydrogels are presented. 3

*0n Teave from Korea Advanced Institute of Science, Seoul, Korea;
+0 whom correspondence should be addressed. -
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Swelling and Osmotic Pressure

According to Flory (8), the network structure mav have severa’
roles. In a solvent the network dissolves and takes the r01; of'
a solute. In a solution it permits the passage of solvent mole-
cules and keeps out other dissolved materials and, hence écgs as
a membrane. As the network swells the polymer chains aré elonga-
ted and exert a force in opposition to the swelling. In this
case, the network acts as a pressure generating device. His
theory of swelling is based on the balancing of the osmotic
pressure by the mechanical contraction. To obtain his formal
expression, Flory utilizes the Finry-Huggins nolymer s6lution
thegry assuming random mixing between solute and solvent and a
rigid 1attjce.‘ The expression includes two terms, an entropy
term (compwna;1ona1) and a heat term due to 1nter501ecu16r forces
(non—comb1nat10na1). Later, Prigogine et al. (9) develoned a )
cgrrespondmng state theory for polymer solutions with a more
E;go;?;syeﬁpregsion for the non-combinational contribution than

ry-Huggins approach. wev inationa '
SRR s oE?ginaT fogﬁ.exer, the combinational term is
o In thg swelling of. hydrogels, the random mixing assumption
betwegn high polymer and water is not generally valid, because of
the hwgh dggree of structuring of water in some gel nétworks
Th? Prigogine theory, vhich is limited to non-nolar and mode;ateT
ggpigczg§;?ms with no hydrogen bending, is also not generally

¥n Fh15 paper, a new semi-empirical interaction parameter
%2, 1s_1ptr0duced and used in an equation of swelling based'oa a
Solubility Model” (lﬁ) to avoid the above-mentioned difficulties
The equilibrium condition for isotropic swelling (9) c]assica11f

requires that
AAF 3AF : .
N, il 2o ]
aNl T,P. SN]. T,P _‘ g 3

whgre ﬁFm and aFE1 are the free eneragy of mixing and elastic be-

havior, respectively, and Ny is the mole f i T
i s I : &1y ) raction of solvent. Thr
t§o1u§111ty hcdgT {lg}.st111 carries the same elastic term, but
felﬁrst term is modified. The process of transferrina one mole
of water from bulk to gel network involves three steps (Figqure 1):
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Water in Znd Step ' - Water in
Gel Water = Vapor
4,
(energy to dig holes in
solvent)
Zrd Step st Step
ba oL LR

‘oolymer-solvent (heat of

~+zraction) vaporization)

- |Gel Network bulk

uresli A achcmat:r of the process of transferring one mole of water from bulk {o rel
netus O:R

“irst Step. 70 bring a mole of water from the bulk phase to the
vzpor phase: This requires an energy which equals the heat of
veporization of uater &H

: 7 :
BH, = AHSwkfl Cp dT, [2]

® is the heat of vaporization at some reference temp-

ure, T, and Cp is the specific heat. Second step. To

g water molecules from the vapor phase to the existing gel
r: At or near equilbrium the gel network is expanded with
=
e

i, L | R
o NN ™
in

=5

m

=
o

-

, which consists of X, Y and Z types, filling the empnty

s. The energy, A1, requ1red in this step is for creat1ng a
of cavity of the size of the solute molecule {water-in

) ag ainst the solvent (gel water) surface tension:

vy

i
oW
& B o T ol S ot L T 9 1)

o

2
by = 4ty (YZZ 4 YyY + YXX)/(1 Kk (3]

- 3 2
where 4ir  is the surface area of the water molecule; Yy Yy’
0 zre the surface tensions and X, Y, Z are the wewght

fractions of the three types of water, X, Y; Z respectively.
The term 1/(1 + K) needs.a 1little more exDTanat1on Jhon,
Grosh, Ree and Eyring (11) proposed a model in which (bulk)

4
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water is visualized as containing at Teast two solid-l1ike
structures, the jce-I-Tike open structure and the ice-III-like
closed structure, in eouilibrium with each other and with the
gas-1ike molecules (A gas-like molecule refers to a molecule
which is surrounded by holes). A term 1/(1 + K) is,introduced
in equation [3] on the assumption that the energy of cavity
formation is neg1ib19 in the ice-I-like part of the 1iqu1d
structure, and K is the equilibrium constant between ice-I-Tike
and ice-1IT-Tike domains. Third step. To bring water molecules
in gel water to gel network: This step requires an energy of
interaction between the polymer molecules and the surrounding
water molecules, 4, (12): "

b = fn Sy UR) <Spp.i>n, ORs [4]

where A and B denote water and high polymer, respectively; n is
the number density of solvent molecules; f is the aquantity whict
takes account of the fact that the distribution of solvent
molecules of the potential minimum is denser than the average
density; U(R) is the intermolecular potential of A and B mole-
cules at a separation distance, R; and {SA+R+B>ﬁV is the

average value of the surface area. To evaluate U(R) and
(SA+P+B>Av’ the reader should consult the cited references (lg,

129, hthOUgh the new interaction parameter &, is difficult to

evaluate d}rect1y, it can be obtained for available systems in
the input data in Equation [2], Equat10n [3] and second terms ir
Equation [1] are provided.

Experiments to support this semi-empirical so]ub111ty
theory would be first, to determine the interaction parameter,
b,, for various gel- —water systems. These can be obtained by
measuring 5ue111ng degrees as -the only input data,.the rest
being available in the literature. Swelling experiments on
PHEMA networks made of controlled purity are underway. The
obtained A, will be compared to the Flory interaction parameter
¥ (§j. Other solvent systems such as alcochols shou]d also be
studied. Second, a phase diagram may be constructed for the
water-polymer system. Perfect symmetry at the consolute tem-
perature will support the hypothesis of random mixing of water
and polymer molecules. Deviations from it would indicate
support of the solubility theory. &

The three-state model of water structure can also be
applied to osmotic pressure of polymer solutions. The usual
expression for osmotic pressure can be used except that the
volume should be replaced by V(X fx), where fx is the ratio
between the solubility of solute in X or bulk water to that in
gel water. We believe that only the portion of water available
for osmotic pressure should be included in the osmotic pres-
sure equation. Tying both swelling and osmotic pressure
experiments together with the three-state theory, one may
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cerform a swelling and/or osmotic oressure experiment of opure
sater as a function of temperature. As water is hested from

- 39°C to 100°C, any.change in swelling and/or osmotic pressure

~ulid be partly due to melting of ice-I-like clusters (11).

15coelastic ProperL1es

The effect of solvent on the viscoelastic behavior of
hvdrogels has been widely reported in the literature (13,714,15
In creep and stress relaxation measurements, the retardation
time and relaxation time are functions of solvent. In dvnamic
<tudies the solvent reduces the y relaxation prncess and
cnifts the 2 process to lower temperatures. Furthermore, the
oncentration and the nature of low molecular weiaht compounds
ffect the size and shape of the secondary loss maxirum as
=11 as the apparent activation energy. 1In eauilibrium
dies, C, in the Moonev-Rivlin envation is affected by the
.

-JdrogeTs, in the rubbery region, behave much 1ike rubber.
Therefore, in this study, a theory for the stress-sirain
rejztion in hvdrogels was develooed by modifyina the theory

of rubber elasticity. Consider a.freely orientino chzin

which contains n segments. The force F needed to maintain
ine chain at an average elongation L is given by the
cxoression:

: F = % 1* () or L= nt L&), (5]
The stress o needed to maintain a rubber neuwnrk at hiah
elongation is given by (16) :
%—nHL* u/nb) MLy (6]
where v, @, %3, k and T are, respectively, the number of
chains per unit v01ume, the,extension ratio, the seoment
length, Boltzmann's constant, and the abso]ute temnerature.

L and L* are the Langevin functinn and inverse Langevin
function, respectively which are defined by x = L(y) = coth

v - 1/y and .y = L*(x), respectively. For a hydroogel with
ra1n1y X water, it is reasonable to assume that the polymer
chains can rotate freely and Eauations [5] and [6] aonly.
However, for hydrogels with mostly Z water, 'due to the con-’
strained state, only two limited conformations can occur,
i.e., internal isomerization between two conformers keeping
the position of each chain end fixed.

In magnetic theory, it is known that the maanetic field
hifts the relative amount of two orientations. For M mag-
etic dipoles each of which can exist either in_the direction
»f the magnetic field, H, or against the field, “the. relation
tetween the wagnet1zat10n, I, and the magnetic field takes

a/vkT =

).
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the form [17] 1/r M = tanh (T8 Y, vhere m is t i
e form [17] I/m M = tanh (E?')’ where m is the maonetic
]

moment. Ip polymer elasticity the force plays a corresnonding
role. The egujvalent expression for polvmer elasticitv can be
written as:

; LoF /KT

Laf (£ " -LoF/k

25%y) = S

SEIRT . arky T RIS L

Ve shall refer to 2{”;f
For hydrocels wuth mostly Y water structure, we exnect that
both the L. function and the Z function should fail to apply
and a Y function should govern:
Y(L,F/kT) = f sin® cos8 tenh (%cF cos2/kT) de . [8]
0

) as the Z function.

~In this case, not only two orientations (conformer) are permit-

ted, but the position of each chain end is not fixed. With the
same argurient the.numerical value of a2 Y function lies between
the corresponding X function and Z function. Hence, ecuation:
[6] can be modified as follows:
1 2

a/vkT = 0% [XL*(a/n®) + YW¥(a/n%) + 22%(a/n*) -« © ,  [9]
where Y*, Z* are the inverse Y function and inverse Z function,
respectively.

To test .our hypothesis, the stress-elnngation curves for

three poly(hydroxyethyl methacrylate) gels with different
water contents were cobtained from stress-strain measurements
at room temperature (23°C) (Fiaure 2). The observed data are
given by the solid lines in the figure. The values of X, Y and

2 are taken from Lee (5,6). Choosing n-= 100 (we found that

results obtained for n = 100 and n = 1000 do not differ signifi-
cantly), the values of o can be calculated as a function of a.
The constants, vkT, needed far f1Lt1na the experimental curves
are 1.09 x 107 dynes/cm® (Gel I, 45% water); 6.03 x 107
dynes/cm? (Gel II, 31% water); and 2.59 x 107 .dynes/cm? (fel
11T, 29.9% watef). The calculated points are indicated in the
figure. Gels 1 and II were prepared with the -indicated amount
of water in the polymerization mix while Gel IIl was prepared
with 100% hydroxyethyl methacrylate monomer and then swelled
to 29.9% water content. Although the water content in fiel II
and Gel III are about the same, the former is considerably
tougher than the latter. - > ;

It is possible that, at 23°C, the behavior of Gel II is
not within its rubbery region, since the agreement between
the calculated and measured o values for this gel is less
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satisfactory than those for the other two gels.

Summery

= =

& theory is developed to interpret the osmotic, swelling
and viscoelastic behavior of hydrogel networks in terms of a&°
three-state model of water structure. For isotronic swelling
under equilibrium conditions, Flory assumed random mixing
between the solvent molecules and the polymer molecules.

£z :
gy i //(” he Since water molecules in hydrogels POSSESS hiaoher degrees of

orderness than those in the bulk, 1t is pelieved that the
solubility theory (10) should be used instead of the classical
Flory theory. This is because solubility theory considers

the free energy of mixing of water with the gel network,

which includes the heat of vaporization of water, the energy
required to create holes in the gel water and the energy of
interaction between water and polyrmer. In our theorv only the
portion of water available for psmotic pressure was included
the csmotic pressure equation. For the viscoeTastﬁc'behavior
of hydrogels, the theory of rubberleWBSticity was modified to
accormodate the effect of three Tynes of water on their stres:
ctrain relationship. Polymer chains with mainly X water can
rotzte freely, those with mainly Z water can only have tWo
restricted conformations and. those with mainly Y water can hay
intermediate pehavior. In actual cases, the-contributions-fr
all three types of water should be considered since thev are
coexisting in any polymer-vater system. A few experiments ar:
proposed. According to some experimental results, the theory

g x 107, dyne/cm®

g ko ey s s

provides good agreement.

y00 |32 i | 64 156
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Fiaure 2. Stress-clongation curce

Ehsiract

A threeﬁstate-nmdeT of water structure in -hydrogels has
evtended to describe the osmotic, swelling and viscoelastic
hzvior of gel networks. The colubility theory modification
ine classical Flory theory is proposed to explain the osmoti
and swelling behavior of gel networks. In describing the vi
Jastic behavior of hydrogels; three functions, governed by 1
+hree types of water, are used to explain the stress-strain
relations in the rubbery region. ;
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ABSTRACT. A simplified statistical mechanical method was developed for the caleulation of the
«dehydration fraction, activation free energy of dehydration, and the relaxation times of hydrated
ions.

he model used includes the equilibrium constant between hydrated and dehydrated water, a wa-
ter-lon interaction potential energy term, and a mixing factor for the species present. The agree-
ment between theory and experiment is good.

The pressure dependence of ion dehydration is also discussed.

INTRODUCTION plays a significant role in ionic diffusion through

biological membranes, porous networks, and the

There have been a number of papers which o : = St e
4 1 o specific adsorption of ions at the metal-solution
indicate that the dehvdration of hydrated ions o g
¥ surface I™%. Recently Kim and Rubin * evaluated

*To whom correspondence should he addressed: Korea

Advanced Institute of Science, Seoul, Korea.
**Present address: Dental Research Center, University

of North Carolina, Chapel Hill, North Caralina 27510 tition function similar to that of Eley and

the theoretical free energy of activation for de-

hydration of hydrated ions using an early par-
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Evans s,

In our study, a simplified method is used for
the calculation of the dehydration of hydrated
be-

tween hydrated water and free water (i.e.,de-

ions in terms of the equilibrium constant

hydrated water), since liquid partition functions
for ionic solutions are not well developed & 7.
We also discuss the correlations between the
activation energy for ion dehydration and the
relaxation times of hydrated ions ranging from
several seconds to 107!! seconds. The pressure
dependence on the dehydration of hydrated
ions is explicitly included in this paper and

evaluated for certain systems.

THEORY

Assuming that the partial dehydration of ions
at the membrane/solution interface is the tate
determining step in ion diffusion through mem-
branes, the partition function of the initial
state, f, which consists of N; ions with Np

hydrated water molecules, is written as follows:

N!

f: (_fbw)N&w {fiun>N{ -N;! }_\Taz_;—l’ (1)

where f3, and fi., are the partition functions
of hydrated or bound water and that of ion,
the

partition function of the activation state for de-

respectively, and N=N;+Np,. Similarly,
hydration %, which consists of N; ions, N.*
hydrated water molecules and N.,* free water
molecules is given by

f*: (szu) N (f;,w}a\"fw* (fion)N‘

Tl

1Y .

where [, is the partition function of free water.
Since the total number of water molecules for
the initial and activated states are the same,
Njpw=Np*+Nyp*. Therefore, the equilibrium
constant K* between initial and activated state is

given by
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K= ) ety 3

where V; is the activation energy barrier for
the hydration, % is the Boltzmann -constant,
and 7T the absolute temperature. With the use
of Equations (1) and (2), Equation (3) can be

rearranged as:

Kb Nl (fr) Vo (F ) Nt
TN Nl (e
. (e—v‘D/kT} N. (4)

To simplify Equation (4) by eliminating the
explicit expression for partition functions, the
Let
and 27 be the probability of water molecule

following procedures were considered, x5

bound to water molecules and onto the ions at
the Then, Nyt

=2¢Np,, and zeta=1 equilibrium

interface. N =23 Npos
The
constant K between the free water state and the

hydrated state is:

K:Iff'{xé:ffwr‘{fbw (53}

and

2=1/1+K, z=K/1+K (5b)

Combining (5a), (5b), and (4), one obtains

s P AT&I.J
( f&wl,fh'—f: i K) iz]_‘_ﬁ) Nz

(Fra) Voo

(e’Vu_]/kT)f\".

(6)
Rearranging Equation (6), K* is given by:
__ Ne!

Wl Nootl

(KK /1K) Now (g~Vo/ ALY N

Kt
(7

The standard free energy of activation for

having Ng,* free water from hydrated jons is
4G*=—KT In K*. ®)
The realaxation lifetime, =, of a hydrated water

molecule for ions is also wrtten as (4)

_ A o dG#/RT
ET

(9

AG* and 7 can be obtained if the values of K,
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Vo and the mixidg factors in Equation (7) are
knowmn.

We taks N as Avogadro’s number; N is given

by:
N= I\"Fic_,, + JN},:L. == Mnn == _(Nion X ﬁ,}w} . (10)

Here, 4, is the hydration number of ions in
the bulk solution and can he obtained from
experiment, literature or thecry 19, The mix-
ing factor in Equation (7) can be obtained; i. e, ,
Njw from Equation (10) and N,,* and [ ™
from Equation (5).

Since experimental values for K are not ava-
ilable, best fit valuesare used, i. a5 0. 155 for
K, 0.084 for Na*, 0.047 for Liv, 0.014 for
Ca®t, 0. 010 for Mg?, and 0.017 for Al

at 25 °C The potential energy barrier Vo ean

be obtained from the following relationship:

Vg = ?E,gw*Ug = ?i,;.w[;rﬁ, whcre

pt
?ig)wa = 1+K v (11)

Equation (11) indicates the total potential
energy difference of the hydrated ion cluster in
the activated and initial states. In the activated
state, the potential energy of interaction of free
water with hydrated ion clusters is assumed to
be zero. The same potential energy of interac-
tion, U, between water—ion pair is assumed for
both the initial and activated states.

Then, the total potential energy of interac-
tion, U between the ion and one water miole-
cule about the Z axis is:

U= Zewcost | ZeB. (3cos?h—1)
=" = =

i P
_ Ty 3 @ty Ll | s g
B Srsonmd - =y AT
(12)

Here, Z.r, 6, e and I are the sien of the ion

L4 (= £l
the equilibrium distance between center of the
ion and that of water, the angle between Ze

and 7 axis, the electronic charge and icnization

potential, respectively; 1, 4. and @ are the di-
pole mement of water, quadruple moment of
water, and isotropic polarizability, respectively.
The subscripts and w denote ion and water,

respectively. The repulsive constant 4 can be

obtained using the codition (iq“—)

=

ar

= 0,

r=ritrom

which is given as

_2Zepcosl  3Zef.(2cos*0—1)
7 2rt
+-_2_‘(Z‘?5)ia'i_9_ai5}’£. = L’__‘Tyv_ —12Ar~13=().
7= il I; T dgy

(13)
To relate the pressure dependence of hydrat-
ed ions on dehydration, one must know the
expression for K from Equation (11). The
equilibrium constant can be written as
K=¢ 4H/RT (dS/R o~P4V/RT—[. ,~PAV/ET
(14)
where AH, AS and AV are the molar enthalpy

change, the molar entropy change and the mo-
lar volume difference between hydrated and hulk
water, respectively. If P=1 atm, the effect in

the last term in Equation (14) is neglected.

RESULTS AND DISCUSSION

Using the equations presented, the activation
free energy for the dehydration of hydrated
ions, the dehydration fraction, the relaxation
lifetime, and the pressure dependence of the
dehydration of the hydrated ion were calculated

Table1l lists the

input physical data for the calculations.

at the membrane interface,

In this paper, we discussed the dehydration
processes using data for ionic diffusion through
a biological membrane such as the squid axon
membrane, which is assumed to form a restricted
opening to the primary hydrated ions. The
present treatment can be extended to other ions
in water, and porous networks which involve
dehydration effects.

Journal of the Korean Chemical Socicty
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Table1. Input physical data used in the caleulation.
K+ Na* Li® Ca2* Mgt Al3t H,0
i
r, As 1.38 0.95 0. 60 0.99 0.65 0. 50 1.38
a X 10%em® 1.39 0.156 0. 0288 0.918 0. 0859 0. 0557 1. 44
I, eVe 31. 81 47. 29 75. 62 521 80. 14 119. 66 8. 65
p? 3 4 5 10 13 6
2 R.M. Noyes, J. Amer. Chem. Soc., 84, 513 (1962).
® B Paschalis and W. Weiss, Theoret. Chim. Acta(Berl.) 13, 381(1969).
¢ Handhaok of Chemistry and Physics, 5lst Ed., The Chemical Rubber Co., 1970.
4 See reference (8).
¢ Sea reference (9).
Table 2. Calculated values of 4G*, Ar and Us.
K+ Nat Lit c23 Mg Al
AG*, Keal/male 7.08 7. 45 8. 16 11.12 19. 77
An 0.4 0. 31 Q.14 0. 13 1
— Up, Keal/mole 17.50 24.15 SR.32 85. 62 197.8

A. The Aectivation Free Energy of the
Dehydration of Hydrated Ions, 4G*. Apply-
(8),

Equations (10) through (13), one can evaluate

ing Equations (7) and and also using

AG* and An=ny,—np,. Lhe results are sum-
marized in Table 2.

It is of interest in Table 2 that the values of
AG* are in the order ARt >Mgt?>Ca™?>Lit2>
Nat>K*,

of Li*, Nat and K* ions for the squid axon in

Some available experimental values

the resting state are in the order Px>Pn.>Fr:
(11), and An values are in the order of K>
Nat>Li>Ca? >Mg? >AB+ Itis quite likely
that the degree of dehydration is related with
the order of magnitude of 4G* for ions. It Is
that

a little discouraging to see the theory

and experimental data are in qualitative
agreement,

B. Relaxzation Time of Dehydration of
Hydrated Ions, ¢. There are several papers on
the relaxation lifetime of hydrated ions?™%,
The observed values are in the range of 1077
seconds to several seconds. However, very few

experimental data are available for the relaxa-

Vol 20, Ne. 6, 1976

tion time of hydrated water at an interface’™'®

Using Equation (9), the relaxation time of a
hydrated ion, 7, at the interface is obtained
and compared with experimental values of ¢ in
bulk liquid in Tgble 2.

Qur results for alkali ions are about 107° sec,
which is in the range of upper limit values ob-
served at the mercury/electrolyte solution inter-
face 18 and is comparable with 107°sec of
bulk solution. Again, one sees that our simpli-
fied procedures provide a good prediction of the
wide range of ¢ values.

C. Pressure Dependence of the Dehydra-
tion of Hydrated Ioms. Since we have an ex-
plicit functional expression for pressure depen-
dence on equilibrium constant, K, and the hy-
dration number of an ion at an interface, 2y,
these values at different

one can evaluate

pressures. Tabled list the calculated values of
g and K values for K7 ion with change in
pressure up to the 10° atm. For these calcuations,
the AV value was assumed to be —2cc. ™

In Tabled, one sees that dehydration of hy-

drated ions is quite slow up to 10° atm, but
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Table 3. Relaxation times of hydrated water.

IR Na®

Li* Ca?* Mg2* Alst
t sec (cale. ) 1.3x10°8 2.4x10°8 5.3x10°8 7.8x10°¢ 1.1x107% 25
T sec* 1072 10°# 10-¢ 10-¢ 10°6 7.5

¢ LM. Klotz, “Membrane and Ion Transport®, Vol. I, P.106, Ed. E. Edward Bitter, Wiley Interscience,

New York 1970.

Table 4. Caleulated values of K at 25°C and 11y, for

K* ions vs. pressure.

P:um K Mg
102 0.156 2. 60
10° 0.168 2. 56
10¢ 0. 350 1.32
10° a47 0. 005

above this pressure, increases rapidly and finally
at 10>atm, very few water molecules exist in

the hydrated state.
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